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#### Abstract

The purpose of this paper is to show that the monodromy of action variables of the Lagrange top and its generalizations can be deduced from the monodromy of cycles on a suitable hyperelliptic curve (computed by the Picard-Lefschetz formula). © 2002 Published by Elsevier Science B.V.
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## 1. Introduction

Let $(M, \omega)$ be a symplectic manifold of dimension $2 n$ and consider a Lagrangian fibration

$$
F: M \rightarrow B
$$

where $B$ is a manifold of dimension $n$. We shall also suppose that each fiber $F_{q}=F^{-1}(q)$ is compact and connected, and so it is diffeomorphic to a Liouville torus.

For each $q \in B$, there is an open neighborhood $U \subset B$ of $q$ and a diffeomorphism

$$
V=F^{-1}(U) \rightarrow U \times \mathbf{T}^{n}: p \mapsto\left(I_{1}, \ldots, I_{n}, \phi_{1}, \ldots, \phi_{n}\right),
$$

where $\mathbf{T}^{n}$ is the $n$-torus $\mathbb{R}^{n} / \mathbb{Z}^{n}$. Moreover the coordinates $I_{i}$, called action coordinates, are smooth functions depending on $q$ only, and in these coordinates the symplectic form is

$$
\omega=\sum_{i=1}^{n} \mathrm{~d} \phi_{i} \wedge \mathrm{~d} I_{i}
$$

[^0]The coordinates $\phi_{i}$ are called angle coordinates. Thus $V$ has the structure of a symplectic principal bundle with a structure group $\mathbf{T}^{n}$, Lagrangian fibers and a Hamiltonian action of the structure group whose momentum map is the projection map of the bundle.

The question of global existence of action-angle coordinates on the principal bundle $M \rightarrow B$ has been studied in a pioneering paper by Duistermaat [9]. A most obvious obstruction to the global existence of such coordinates is of course the monodromy of the bundle, which is a homomorphism from $\pi_{1}(B, b)$ to $H_{1}\left(F_{b}, \mathbb{Z}\right)=\mathbb{Z}^{n}$. The first example of a mechanical system with non-trivial monodromy is due to Cushman (the spherical pendulum, see [9]). It turned out later that many other integrable systems have this property. We mention here the Lagrange top [8], the spherical pendulum with quadratic potential $\left(x_{3}-a\right)^{2}$ [30], the so-called Kirchoff top (a rigid body in an infinite ideal fluid) [5].

General theorems in this direction are due to Zou [29] and Nguyen [18]. These results have an analytical nature: they do not use the underlying algebro-geometric structure of the problem. In this paper, we shall develop this second (algebro-geometric) approach on a concrete example: the Lagrange top and its generalizations. The idea of the proof is the following. Let us suppose that we have an algebraically completely integrable Hamiltonian system. This defines a Lagrangian fibration and we suppose that each Lagrangian fiber (Liouville torus) can be complexified to an affine part of a Jacobian variety $J\left(\Gamma_{b}\right)=H^{0}\left(\Gamma_{b}, \Omega^{1}\right)^{*} / H_{1}\left(\Gamma_{b}, \mathbb{Z}\right)$, where $\Gamma_{b}$ is a spectral curve depending on $b$. The manifold $B$ is the complement to the discriminant locus of the spectral curve $\Gamma_{b}$. It is easier to describe the monodromy of the complexified Lagrangian fibration (with fibers $J\left(\Gamma_{b}\right)$ ). Indeed, its monodromy coincides with the monodromy of the homology Milnor bundle with fibers $H_{1}\left(\Gamma_{b}, \mathbb{Z}\right)$ and base $B$. We recall that the latter is associated to the Milnor fibration of the polynomial defining the spectral curve $\Gamma_{b}$. In particular it comes with a canonical Gauss-Manin connection and its monodromy is computed by the Picard-Lefschetz theory (e.g. [3]). Once the monodromy of the cycles of the homology Milnor bundle computed, it remains to consider the monodromy of the cycles generating the homology of the real part of $J\left(\Gamma_{b}\right)$, and hence of the real Liouville tori.

Of course if $B$ is simply connected there is no (real !) monodromy at all. A simplified, but sufficiently general example is when $\Gamma_{b}$ is defined by a polynomial which itself is a versal deformation of an isolated real simple singularity. The complement to the real part of the complex discriminant locus may not be simply connected (this set should not be confused with the complement to the real discriminant locus, see [16]). The simplest non-trivial example is the $A_{3}$ singularity $y^{2} \pm x^{4}$ and the curve defined by its real versal deformation is related to the spectral curve of the spherical pendulum [12]. Indeed, the discriminant locus $\Delta_{a b}$ of the polynomial $\left(x^{2}+1\right)^{2}+a x+b$ contains an isolated point $(a=0, b=0)$.

This paper is organized as follows. In Section 2, we define the generalized Lagrange top as a $(g+1)$ degrees of freedom completely integrable Hamiltonian system. The underlying algebro-geometric structure is explained in Section 3. It turns out that, by analogy to the classical Lagrange top $(g=1)$ [10], each complexified Liouville torus is an affine part of a generalized Jacobian $J\left(\Gamma^{\prime}\right)=H^{0}\left(\Gamma, \Omega^{1}\left(\infty^{+}+\infty^{-}\right)^{*} / H_{1}\left(\Gamma_{\text {aff }}, \mathbb{Z}\right)\right.$ of a genus $g$ hyperelliptic curve $\Gamma$. Here $\Gamma_{\text {aff }}$ is a smooth compact affine curve, $\Gamma$ the compactified and normalized $\Gamma_{\text {aff }}, X \backslash \Gamma_{\text {aff }}=\infty^{+}+\infty^{-}, \Gamma^{\prime}$ is a compact singular curve obtained from $\Gamma$ by identifying $\infty^{+}$and $\infty^{-}$. Therefore to compute the monodromy of Liouville tori, we have to determine first the monodromy of the homology bundle of $\Gamma_{\text {aff }}$ (on the place of
$\Gamma)$, and then the monodromy of the cycles of $H_{1}\left(\Gamma_{\mathrm{aff}}, \mathbb{Z}\right)$ which generate the homology of the real part of $J\left(\Gamma^{\prime}\right)$. For this reason, we need the real structure of $J\left(\Gamma^{\prime}\right)$ which is described in Section 4. Finally, using this and the Picard-Lefschetz formula, we compute the monodromy of the top, provided that $g \leq 2$ (Section 5).

## 2. Definition of the generalized Lagrange top

Consider the following Lax pair

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \Gamma(\lambda)=[\Gamma(\lambda), \chi \lambda+\Omega] \tag{1}
\end{equation*}
$$

where

$$
\begin{aligned}
& \Gamma(\lambda)=\chi \lambda+\Gamma_{0}-\Gamma_{1} \lambda^{-1}-\cdots-\Gamma_{g} \lambda^{-g} \in \mathfrak{s o}(3)\left[\lambda, \lambda^{-1}\right], \\
& g \in \mathbb{N}, \quad \chi=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \Omega=\left(\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right), \\
& \Gamma_{0}=\left(\begin{array}{ccc}
0 & -(1+m) \omega_{3} & \omega_{2} \\
(1+m) \omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right), \\
& i \in\{1,2, \ldots, g\}, \quad \Gamma_{i}=\left(\begin{array}{ccc}
0 & -\gamma_{i, 3} & \gamma_{i, 2} \\
\gamma_{i, 3} & 0 & -\gamma_{i, 1} \\
-\gamma_{i, 2} & \gamma_{i, 1} & 0
\end{array}\right) .
\end{aligned}
$$

To simplify the notations, we note below

$$
\gamma_{0,1}=\omega_{1}, \quad \gamma_{0,2}=\omega_{2}, \quad \gamma_{0,3}=(1+m) \omega_{3} .
$$

The Lax pair (1) has ( $2 g+2$ ) first integrals

$$
H_{k}=-\frac{1}{4} \operatorname{residue}_{\lambda=0}\left(\lambda^{k-1} \operatorname{tr}\left(\Gamma(\lambda)^{2}\right)\right), \quad k=-1,0,1, \ldots, 2 g .
$$

We have in particular

$$
H_{-1}=(1+m) \omega_{3}, \quad H_{0}=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m)^{2} \omega_{3}^{2}\right)-\gamma_{1,3}
$$

The Lax pair (1) can be written in an equivalent form as a Hamiltonian system

$$
\frac{\mathrm{d}}{\mathrm{~d} t} x=\{x, H\}
$$

where

$$
H=H_{0}-\frac{m}{2(1+m)} H_{-1}^{2}=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m) \omega_{3}^{2}\right)-\gamma_{1,3} .
$$

The Poisson structure $\{.$, . $\}$ is given by

$$
\begin{equation*}
\left\{\gamma_{i, k}, \gamma_{j, l}\right\}=\sum_{c=1}^{3} \Lambda_{k l}^{c} \gamma_{i+j, c} \quad \text { for } i, j \in\{0,1, \ldots, g\}, \tag{2}
\end{equation*}
$$

where $\Lambda_{k l}^{c}$ is a skew-symmetric matrix

$$
\begin{aligned}
& \Lambda_{12}=\left(\Lambda_{12}^{1}, \Lambda_{12}^{2}, \Lambda_{12}^{3}\right)=(0,0,-1), \quad \Lambda_{13}=\left(\Lambda_{13}^{1}, \Lambda_{13}^{2}, \Lambda_{13}^{3}\right)=(0,1,0), \\
& \Lambda_{23}=\left(\Lambda_{23}^{1}, \Lambda_{23}^{2}, \Lambda_{23}^{3}\right)=(-1,0,0) .
\end{aligned}
$$

It is easy to check further that (1) is a Liouville completely integrable Hamiltonian system of $(g+1)$ degrees of freedom, where $H_{i}, i=-1,0, \ldots, g-1$ are first integrals, while $H_{j}, j=g, g+1, \ldots, H_{2 g}$ are Casimirs. We call the system (1) the generalized Lagrange top (another generalization may be found in [20]).

We shall identify the Lie algebras $(\mathfrak{s o}(3),[.,]$.$) and \left(\mathbb{R}^{3}, \wedge\right)$ by the Lie algebras antiisomorphism $([A, B]=-A \wedge B)$

$$
\left(\begin{array}{ccc}
0 & -x_{3} & x_{2} \\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right) \in \mathfrak{s o}(3) \mapsto\left(x_{3}, x_{2}, x_{1}\right) \in \mathbb{R}^{3}
$$

Let $\sigma_{1}, \sigma_{2}, \sigma_{3}$ be the Pauli spin matrices defined by

$$
\sigma_{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right), \quad \sigma_{2}=\sqrt{-1}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)
$$

and denote $\sigma=\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right)$. Then $\left[\sigma_{1}, \sigma_{2}\right]=2 \sqrt{-1} \sigma_{3}$ ( + cyclic permutation) which implies that the map

$$
\begin{aligned}
x & =\left(x_{3}, x_{2}, x_{1}\right) \in \mathbb{R}^{3} \mapsto \frac{1}{2 \sqrt{-1}} \tilde{x}=\frac{1}{2 \sqrt{-1}} x \sigma \\
& =\frac{1}{2}\left(\begin{array}{cc}
-\sqrt{-1} x_{1} & -\sqrt{-1} x_{3}-x_{2} \\
-\sqrt{-1} x_{3}+x_{2} & \sqrt{-1} x_{1}
\end{array}\right) \in \mathfrak{s u}(2)
\end{aligned}
$$

where $\tilde{x}=x \sigma=x_{1} \sigma_{1}+x_{2} \sigma_{2}+x_{3} \sigma_{3}$ is a Lie algebra isomorphism between $\mathbb{R}^{3}$ and the $(2 \times 2)$ skew-Hermitian traceless matrices $\mathfrak{s u}(2)$. Note that

$$
-\operatorname{det}(x \sigma)=\|x\|^{2}, \quad \operatorname{trace}(\tilde{x} \tilde{y})=-\frac{1}{2} x . y
$$

Composing these two previous morphisms of Lie algebras, we get a Lie algebras antiisomorphism between ( $\mathfrak{s o}(3),[.,]$.$) and ( \mathfrak{s u}(2),[.,]$.$) , we deduce from (1) an equivalent$ Lax pair, namely

$$
\begin{aligned}
& \mathfrak{s o}(3) \ni \chi \mapsto \frac{1}{2 \sqrt{-1}} \sigma_{3} \in \mathfrak{s u}(2), \\
& \mathfrak{s o}(3) \ni \Omega \mapsto \frac{1}{2 \sqrt{-1}} \tilde{\Omega}=\frac{1}{2 \sqrt{-1}}\left(\begin{array}{cc}
\omega_{1} & \omega_{3}-\sqrt{-1} \omega_{2} \\
\omega_{3}+\sqrt{-1} \omega_{2} & -\omega_{1}
\end{array}\right) \in \mathfrak{s u}(2),
\end{aligned}
$$

and finally

$$
\begin{aligned}
& \mathfrak{s o}(3) \ni \Gamma_{i} \mapsto \frac{1}{2 \sqrt{-1}} \tilde{\Gamma}_{i}=\frac{1}{2 \sqrt{-1}}\left(\begin{array}{cc}
\gamma_{i, 1} & \gamma_{i, 3}-\sqrt{-1} \gamma_{i, 2} \\
\gamma_{i, 3}+\sqrt{-1} \gamma_{i, 2} & -\gamma_{i, 1}
\end{array}\right) \in \mathfrak{s u}(2) \\
& i=1,2, \ldots, g
\end{aligned}
$$

If we denote

$$
\begin{aligned}
U(x)= & x^{g+1}+\left((1+m) \omega_{3}-\sqrt{-1} \omega_{2}\right) x^{g}-\left(\gamma_{1,3}-\sqrt{-1} \gamma_{1,2}\right) x^{g-1}-\cdots \\
& -\left(\gamma_{g, 3}-\sqrt{-1} \gamma_{g, 2}\right) \\
W(x)= & x^{g+1}+\left((1+m) \omega_{3}+\sqrt{-1} \omega_{2}\right) x^{2}-\left(\gamma_{1,3}+\sqrt{-1} \gamma_{1,2}\right) x^{g-1}-\cdots \\
& -\left(\gamma_{g, 3}+\sqrt{-1} \gamma_{g, 2}\right) \\
V(x)= & \omega_{1} x^{g}-\gamma_{1,1} x^{g-1}-\gamma_{2,1} x^{g-2}-\cdots-\gamma_{g, 1}
\end{aligned}
$$

then

$$
\begin{aligned}
\Gamma(\lambda) & \mapsto \frac{1}{2 \sqrt{-1}} \tilde{\Gamma}(x)=\frac{1}{2 \sqrt{-1}}\left(\begin{array}{cc}
V(x) & U(x) \\
W(x) & -V(x)
\end{array}\right) \\
& =\frac{1}{2 \sqrt{-1}}\left(\sigma_{3} x^{g+1}+\tilde{\Gamma}_{0} x^{g}-\tilde{\Gamma}_{1} x^{g-1}-\cdots-\tilde{\Gamma}_{g}\right) .
\end{aligned}
$$

The generalized Lagrange top (1) becomes under this anti-isomorphism

$$
2 \sqrt{-1} \frac{\mathrm{~d}}{\mathrm{~d} t} \tilde{\Gamma}(x)=\left[\sigma_{3} x+\tilde{\Omega}, \tilde{\Gamma}(x)\right]
$$

In the following section, we shall describe the algebro-geometric structure of the complexified generalized Lagrange top. Therefore, we put $\left(x_{3}, x_{2}, x_{1}\right) \in \mathbb{C}^{3}$ and consider the Lie algebra anti-isomorphism between $(\mathfrak{s o}(3, \mathbb{C}),[.,]$.$) and (\mathfrak{s l}(2, \mathbb{C}),[.,]$.$) .$

## 3. Algebraic structure

In this section, we show that the generalized Lagrange top is an algebraically completely integrable system in the sense of Mumford [17, p. 3.53]. This means that the generic complex level set of this system is an affine part of a commutative algebraic group: the generalized Jacobian $J\left(C, \infty^{ \pm}\right)$of an hyperelliptic curve of genus $g$ with two points $\infty^{ \pm}$identified.

The construction and properties of generalized Jacobians are due to Rosenlicht [21,22] (even if the generalized Jacobian have been already used by Jacobi [13]) and Lang [14,15]; they rely on the theory of Abelian varieties developed by Weil [28]. Below we shall use the Serre's notations [23].

Let $C$ be the compact and normalized hyperelliptic curve defined by equation $y^{2}=f(x)=$ $\prod_{i=1}^{2 g+2}\left(x-x_{i}\right)$. Let $\iota$ be the hyperelliptic involution $\iota:(x, y) \in C \mapsto(x,-y) \in C$. Denote by $\infty^{+}, \infty^{-}$, the two points "at infinity" on $C\left(\infty^{+}=\iota\left(\infty^{-}\right)\right.$), and $C=C \backslash\left\{\infty^{+}, \infty^{-}\right\}$. The pair $\left(C, \infty^{ \pm}\right.$) defines a singular curve $C^{\prime}$ (the singularization of $C$ with respect to the
modulus $\infty^{+}+\infty^{-}$). As a topological space $C^{\prime}$ is $C$ with the two points $\infty^{+}, \infty^{-}$identified. The structure sheaf $\mathcal{O}^{\prime}$ of $C^{\prime}$ is defined in the following way. Let $\mathcal{O}_{C^{\prime}}$ be the direct image of the structure sheaf $\mathcal{O}_{C}$ under canonical projection $C \rightarrow C^{\prime}$. Then

$$
\mathcal{O}_{P}^{\prime}= \begin{cases}\mathcal{O}_{P} & \text { if } P \in \breve{C} \\ \mathbb{C}+i_{\infty} & \text { if } P=\infty\end{cases}
$$

where $i_{\infty}$ is the ideal of $\mathcal{O}_{\infty}$ formed by the functions $f$ having a zero at $\infty^{+}$and $\infty^{-}$of order at least 1 . We define the sheaf $\mathcal{L}^{\prime}(D)$ where $D$ is a divisor on $C$ such that $\operatorname{Supp}(D) \cap$ $\left\{\infty^{+}, \infty^{-}\right\}=\emptyset$ by

$$
\mathcal{L}^{\prime}(D)_{P}= \begin{cases}\mathcal{L}(D)_{P} & \text { if } \quad P \in \breve{C} \\ \mathcal{O}_{\infty}^{\prime} & \text { if } \quad P=\infty\end{cases}
$$

Let

$$
\begin{aligned}
& L^{\prime}(D)=H^{0}\left(C^{\prime}, \mathcal{L}^{\prime}(D)\right), \quad I^{\prime}(D)=H^{1}\left(C^{\prime}, \mathcal{L}^{\prime}(D)\right), \quad l^{\prime}(D)=\operatorname{dim}_{\mathbb{C}} L^{\prime}(D) \\
& i^{\prime}(D)=\operatorname{dim}_{\mathbb{C}} I^{\prime}(D)
\end{aligned}
$$

As the sheaf $\mathcal{O}_{C} / \mathcal{O}_{C}^{\prime}$ is coherent, let $\delta_{P}=\operatorname{dim}_{\mathbb{C}}\left(\mathcal{O}_{P} / \mathcal{O}_{P}^{\prime}\right)$ with $P \in C^{\prime}$, the arithmetic genus $p_{\mathrm{a}}$ (dimension of $H^{1}\left(C^{\prime}, \mathcal{O}^{\prime}\right)$ ) of the singular curve $C^{\prime}$ is obtained from the geometric genus $g$ of $C$ by the relation

$$
p_{\mathrm{a}}=g+\delta_{\infty}
$$

In fact

$$
\delta_{\infty}=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{O}_{\infty}}{\mathbb{C}+i_{\infty}}\right)=\operatorname{dim}_{\mathbb{C}}\left(\frac{\mathcal{O}_{\infty}}{i_{\infty}}\right)-1=\operatorname{deg}(\mathfrak{m})-1=1
$$

then

$$
p_{\mathrm{a}}=g+1
$$

A divisor $D$ on $C$ with $\operatorname{Supp}(D) \cap\left\{\infty^{+}, \infty^{-}\right\}=\emptyset$ verifies

$$
l^{\prime}(D)-i^{\prime}(D)=\operatorname{deg}(D)+1-p_{\mathrm{a}}=\operatorname{deg}(D)-g
$$

Now we define the equivalence relation $\sim \mathfrak{m}$.
Definition 3.1. Let $D_{1}$ and $D_{2}$ be two divisors on $C$ with $\operatorname{Supp}\left(D_{1}\right) \cap\left\{\infty^{+}, \infty^{-}\right\}=\emptyset$ and $\operatorname{Supp}\left(D_{2}\right) \cap\left\{\infty^{+}, \infty^{-}\right\}=\emptyset$. Then $D_{1} \sim^{\mathfrak{m}} D_{2}$ provided that there exists a global meromorphic function $f$ on $C$ such that $(f)=D_{1}-D_{2}$ and $v_{\infty^{ \pm}}(f-1) \geq 1$.

Definition 3.2. The generalized Jacobian of $C^{\prime}$, denoted $J\left(C, \infty^{ \pm}\right)$, is the subgroup $\operatorname{Pic}^{0}\left(C^{\prime}\right)$ of $\operatorname{Pic}\left(C^{\prime}\right):=\operatorname{Div}\left(C^{\prime}\right) / \sim^{\mathfrak{m}}$ formed by the divisors $D$ on $C$ with $\operatorname{Supp}(D) \cap\left\{\infty^{+}, \infty^{-}\right\}=\emptyset$ and $\operatorname{deg}(D)=0$.

It is known that $J\left(C, \infty^{ \pm}\right)$is an extension of $J(C)$ the usual Jacobian of $C$ by the algebraic group $\mathbb{C}^{*}$ :

$$
0 \rightarrow \mathbb{C}^{*} \rightarrow J\left(C, \infty^{ \pm}\right) \xrightarrow{\phi} J(C) \rightarrow 0
$$

An explicit embedding of a Zariski open subset of $J\left(C, \infty^{ \pm}\right)$in $\mathbb{C}^{3(g+1)}$ is constructed by the following classical construction due to Jacobi [13] and Mumford [17]. Let

$$
f(x)=x^{2 g+2}+a_{1} x^{2 g+1}+a_{2} x^{2 g}+\cdots+a_{2 g+2}
$$

be a polynomial without double roots and define the Jacobi polynomials

$$
\begin{aligned}
& U(x)=x^{g+1}+u_{g} x^{g}+u_{g-1} x^{g-1}+\cdots+u_{0} \\
& V(x)=v_{g} x^{g}+v_{g-1} x^{g-1}+\cdots+v_{0} \\
& W(x)=x^{g+1}+w_{g} x^{g}+w_{g-1} x^{g-1}+\cdots+w_{0}
\end{aligned}
$$

Let $T_{C}$ be the set of Jacobi polynomials satisfying the relation

$$
f(x)=V^{2}(x)+U(x) W(x)
$$

More explicitly, if we expand

$$
f(x)-V^{2}(x)-U(x) W(x)=\sum_{i=0}^{2 g+1} c_{i}\left(a_{j}, u_{k}, v_{l}, w_{m}\right) x^{i}
$$

and take $u_{j}, v_{k}, w_{l}$ as coordinates in $\mathbb{C}^{3(g+1)}$, then

$$
T_{C}=\left\{(u, v, w) \in \mathbb{C}^{3(g+1)}: c_{i}\left(a_{j}, u_{k}, v_{l}, w_{m}\right)=0, \quad i \in\{0,1, \ldots, 2 g+1\}\right\}
$$

Proposition 3.1. If $f(x)$ is a polynomial without double root then

1. $T_{C}$ is a smooth affine variety isomorphic to $J\left(C, \infty^{ \pm}\right) \backslash \Theta$ for some divisor theta. Under $\phi$, the set $\Theta$ is the translate of the set of special divisors of degree $g-1$ by $\infty^{+}+\infty^{-}$.
2. Any translation invariant vector field on the generalized Jacobian of the curve $C$ with modulus $\mathfrak{m}=\left\{\infty^{+}, \infty^{-}\right\}$can be written in the following Lax pair form:

$$
2 \sqrt{-1} \frac{\mathrm{~d}}{\mathrm{~d} t} \tilde{\Gamma}(x)=\left[\tilde{\Gamma}(x), \frac{\tilde{\Gamma}(a)}{x-a}\right], \quad \tilde{\Gamma}(x)=\left(\begin{array}{cc}
V(x) & U(x) \\
W(x) & -V(x)
\end{array}\right)
$$

where $a \in \mathbb{C}$ and $U(x), V(x), W(x)$ are the Jacobi polynomials.
Proof. The proof of part (1) of the above proposition can be found in Previato [19]. For the proof of part (2), see [7,10,11].

Let $\operatorname{Div}^{g+1}(\breve{C})$ be the set of positive divisors of degree $(g+1)$ on $\breve{C}$ and $\operatorname{Div}_{0}^{+, g+1}(\breve{C}) \subset$ $\operatorname{Div}^{g+1}(\breve{C})$ be the subset of divisors $D=\sum_{i=1}^{g+1} P_{i}$ on $\breve{C}$ having the property $\operatorname{Supp}(D) \cap$ $\operatorname{Supp}(\iota(D))=\emptyset$. The set $\operatorname{Div}_{0}^{+, g+1}(\breve{C})$ is naturally identified with a Zariski open subset of
the symmetric product $S^{g+1} \breve{C}$. There is a bijection between $T_{C}$ and $\operatorname{Div}_{0}^{+, g+1}(\breve{C})$. In fact $T_{C}$ is smooth and the bijection is an isomorphism of smooth algebraic varieties [17].

For some fixed divisor $D_{0}=\sum_{i=1}^{g+1} W_{i} \in \operatorname{Div}_{0}^{+, g+1}(\breve{C})$, we consider the Abel-Jacobi map

$$
\begin{aligned}
& \mathcal{A}: \operatorname{Div}_{0}^{+, g+1}(\breve{C}) \subset S^{g+1} \breve{C} \rightarrow J\left(C, \infty^{ \pm}\right) \\
& D=\sum_{i=1}^{g+1} P_{i} \mapsto \int_{D_{0}}^{D} \omega:=\left(\sum_{i=1}^{g+1} \int_{W_{i}}^{P_{i}} \frac{\mathrm{~d} x}{y}, \sum_{i=1}^{g+1} \int_{W_{i}}^{P_{i}} \frac{x \mathrm{~d} x}{y}, \ldots, \sum_{i=1}^{g+1} \int_{W_{i}}^{P_{i}} \frac{x^{g} \mathrm{~d} x}{y}\right)
\end{aligned}
$$

Next we apply Proposition 3.1 to generalized Lagrange top. Let $C_{\underline{h}}$ be the curve $C$ as above, where $\underline{h}=\left(h_{-1}, h, h_{1}, \ldots, h_{2 g}\right) \in \mathbb{C}^{2(g+1)}$, and

$$
f(x)=x^{2 g+2}+2 h_{-1} x^{2 g+1}+2 h x^{2 g}+2 h_{1} x^{2 g-1}+\cdots+2 h_{2 g}
$$

Let us consider the complex invariant level set of the generalized Lagrange top

$$
\begin{aligned}
T_{\underline{h}} & =\left\{\left(\omega_{i}, \gamma_{j, k}\right) \in \mathbb{C}^{3(g+1)}: H_{-1}\left(\omega_{i}, \gamma_{j, k}\right)=h_{-1}, H\left(\omega_{i}, \gamma_{j, k}\right)\right. \\
& \left.=h, H_{1}\left(\omega_{i}, \gamma_{j, k}\right)=h_{1}, \ldots, H_{2 g}\left(\omega_{i}, \gamma_{j, k}\right)=h_{2 g}\right\} .
\end{aligned}
$$

This linear change of variables

$$
\begin{array}{lll}
u_{g}=(1+m) \omega_{3}-\sqrt{-1} \omega_{2}, & v_{g}=\omega_{1}, & w_{g}=(1+m) \omega_{3}+\sqrt{-1} \omega_{2} \\
u_{g-1}=-\gamma_{1,3}+\sqrt{-1} \gamma_{1,2}, & v_{g-1}=-\gamma_{1,1}, & w_{g-1}=-\gamma_{1,3}-\sqrt{-1} \gamma_{1,2} \\
u_{g-2}=-\gamma_{2,3}+\sqrt{-1} \gamma_{2,2}, & v_{g-2}=-\gamma_{2,1}, & w_{g-2}=-\gamma_{2,3}-\sqrt{-1} \gamma_{2,2}  \tag{3}\\
\vdots & \vdots & \vdots \\
u_{0}=-\gamma_{g, 3}+\sqrt{-1} \gamma_{g, 2}, & v_{0}=-\gamma_{g, 1}, & w_{0}=-\gamma_{g, 3}-\sqrt{-1} \gamma_{g, 2}
\end{array}
$$

identifies $T_{C}$ and $T_{\underline{h}}$ where the curves $C$ and $C_{\underline{h}}$ are related in the following way:

$$
\begin{gathered}
a_{1}=2 h_{-1}, \\
a_{2}=2 h=2 h_{0}-\frac{m}{1+m} h_{-1}^{2}, \\
a_{3}=2 h_{1}, \\
\vdots \\
a_{2 g+1}=2 h_{2 g-1}, \\
a_{2 g+2}=2 h_{2 g} .
\end{gathered}
$$

We summarize this in the following theorem.

## Theorem 3.1.

1. The complex level set $T_{\underline{h}}$ is a smooth complex manifold biholomorphic to $J\left(C, \infty^{ \pm}\right) \backslash \Theta$ where $\Theta$ is a theta divisor $\left(\Theta=J\left(C, \infty^{ \pm}\right) \backslash \mathcal{A}\left(\operatorname{Div}_{0}^{+, g+1}(\breve{C})\right)\right)$.
2. The Hamiltonian flows of generalized Lagrange top restricted to $T_{\underline{h}}$ induce linear flows on $J\left(C, \infty^{ \pm}\right)$. The corresponding vector fields $\left\{., H_{-1}\right\},\{., H\},\left\{., H_{i}\right\}$ for $i \in$ $\{1,2, \ldots, g-1\}$ have a Lax pair representation obtained from the Lax pair (4) by substituting $a \in \mathbb{P}^{1}$ and using the linear change of variables (3)

$$
\begin{equation*}
2 \sqrt{-1} \frac{\mathrm{~d}}{\mathrm{~d} t} \tilde{\Gamma}(x)=\left[\tilde{\Gamma}(x), \frac{\tilde{\Gamma}(a)}{x-a}\right] \tag{4}
\end{equation*}
$$

## 4. The real structure

Consider the set $\mathbb{R}^{2(g+1)}$ of all real polynomials of the form $f(x)=x^{2 g+2}+2 h_{-1} x^{2 g+1}+$ $2 h x^{2 g}+2 h_{1} x^{2 g-1}+\cdots+2 h_{2 g}$. Its coefficients are real and its roots are distinct. Denote by $\Delta \subset \mathbb{R}^{2(g+1)}$ its discriminant locus. Denote further by $\mathcal{C}$ the connected component of the complement to $\Delta$ in $\mathbb{R}^{2(g+1)}$, in which $f(x)$ has no real root (obviously there is only one such component).

We recall that a real structure on a complex algebraic variety $C$ is an anti-holomorphic involution $S: C \rightarrow C$ (e.g. [24]). The real structure on $T_{\underline{h}}$ is given by the usual complex conjugation

$$
\left(\omega_{i}, \gamma_{1, j}, \gamma_{2, k}, \ldots, \gamma_{g, l}\right) \mapsto\left(\overline{\omega_{i}}, \overline{\gamma_{1, j}}, \overline{\gamma_{2, k}}, \ldots, \overline{\gamma_{g, l}},\right)
$$

and we denote $T_{\underline{h}}^{\mathbb{R}}:=T_{\underline{h}} \cap \mathbb{R}^{3(g+1)}$.
There are two natural anti-holomorphic involution on $J\left(C, \infty^{ \pm}\right) \backslash \Theta$,

$$
J_{1}:(U, V, W) \rightarrow(\bar{U},-\bar{V}, \bar{W}), \quad J_{2}:(U, V, W) \rightarrow(\bar{W}, \bar{V}, \bar{U})
$$

Denote by $\mathcal{M}_{1}$ (respectively $\mathcal{M}_{2}$ ), the set of fixed points of $J_{1}$ (respectively $J_{2}$ )

$$
\begin{array}{ll}
\mathcal{M}_{1}=\{(U, V, W): & U, V \text { real, } V \text { imaginary }\}, \\
\mathcal{M}_{2}=\{(U, V, W): & U=\bar{W}, V \text { real }\} .
\end{array}
$$

Proposition 4.1. The real structure on $T_{C}$ is given by the involution $J_{2}$ and $\mathcal{M}_{2}=T_{\underline{h}}^{\mathbb{R}}$.
Proof. Fixed points of $J_{2}$ in $T_{C}$ give real $\left(\omega_{i}, \gamma_{1, j}, \gamma_{2, k}, \ldots, \gamma_{g, l}\right)$ and vice versa.
Let $W_{i}$ be $2(g+1)$ Weierstrass points on $\breve{C}_{h}$, where (without loss of generality) we suppose that $\sum_{i=1}^{g+1} W_{i}=\sum_{i=1}^{g+1} \overline{W_{g+1+i}}$. Let us choose a basis $\left\{\gamma_{i}, \delta_{j}\right\}_{i \in\{1, \ldots, g+1\}, j \in\{1, \ldots, g\}}$ of $H_{1}(\breve{C}, \mathbb{Z})$ as shown in Fig. 1. Given $\omega=\left(\mathrm{d} x / y, x \mathrm{~d} x / y, \ldots, x^{g} \mathrm{~d} x / y\right)$, and $e_{i}=$ $\oint_{\gamma_{i}} \omega, i=1,2, \ldots, g+1, f_{j}=\oint_{\delta_{j}} \omega, j=1,2, \ldots, g$, we define $\Lambda_{2 g+1}$ to be the $\mathbb{Z}$-module $\mathbb{Z}\left\{e_{1}, \ldots, e_{g+1}, f_{1}, \ldots, f_{g}\right\}$.

Proposition 4.2. Assume that $f(x)$ is a real polynomial with simple roots:

1. $T_{\underline{h}}^{\mathbb{R}}$ is not empty if and only if $\underline{h} \in \mathcal{C}$.


Fig. 1. Projection of the cycles $\delta_{i}$ and $\gamma_{j}$ on the $x$-plane.
2. The real structure $J_{2}$ acts on $J\left(C, \infty^{ \pm}\right)$as $z \in \mathbb{C}^{g+1} / \Lambda_{2 g+1} \mapsto-\bar{z} \in \mathbb{C}^{g+1} / \Lambda_{2 g+1}$, where $\bar{z}$ is the complex conjugation on $\mathbb{C}^{g+1}$.

Proof. The definition of $J_{2}$ gives that if $(U, V, W) \in T_{C}$ and $J_{2}(U, V, W)=(U, V, W)$ then

$$
V^{2}(x)+U(x) W(x)=|V(x)|^{2}+|U(x)|^{2}=f(x) \geq 0 \quad \forall x \in \mathbb{R} .
$$

If $f(x)$ vanishes then this zero is in fact double, and this is impossible. This shows that $f(x)$ is strictly positive. Reciprocally, if $\underline{h} \in \mathcal{C}$ then $J_{2}\left(\sum_{i=1}^{g+1} W_{i}\right)=\sum_{i=1}^{g+1} W_{i}$.

Now let us determine the action of $J_{2}$ on $S^{g+1} \breve{C}$. Let $P_{1}=\left(x_{1}, y_{1}\right), P_{2}=\left(x_{2}, y_{2}\right), \ldots$, $P_{g+1}=\left(x_{g+1}, y_{g+1}\right)$ be generic points on $\breve{C}$. Let us consider the curve $X=\{(x, y) \in$ $\left.\mathbb{C}^{2}: y=V(x)\right\}$ where $V(x)$ is the Lagrange polynomial of degree $g$ such that $X$ contains $P_{1}, P_{2}, \ldots, P_{g+1}$. The intersection points between $\breve{C}$ and $X$ are the points $P_{1}, P_{2}, \ldots, P_{g+1}$, $Q_{1}, \ldots, Q_{g+1}$. The points $Q_{i}=\left(x^{i}, y^{i}\right)$ are determined simply by $y^{i}=V\left(x^{i}\right)$ where $x^{i}$ are roots of polynomial $V^{2}(x)-f(x)$ (which is the resultant of $y-V(x)$ and $y^{2}-f(x)$ with respect to $y$ ). We have

$$
\begin{aligned}
& \left(\left.(y-V(x))\right|_{C}\right)=D_{1}+D_{2}-(g+1)\left(\infty^{+}+\infty^{-}\right), \quad D_{1}=\sum_{i=1}^{g+1} P_{i}, \quad D_{2}=\sum_{i=1}^{g+1} Q_{i}, \\
& y=D_{0}+D_{0}^{\prime}-(g+1)\left(\infty^{+}+\infty^{-}\right), \quad D_{0}=\sum_{i=1}^{g+1} W_{i}, \quad D_{0}^{\prime}=\sum_{i=1}^{g+1} W_{g+1+i} .
\end{aligned}
$$

We get $\left((y-V(x)) /\left.y\right|_{C}\right)=D_{1}+D_{2}-D_{0}-D_{0}^{\prime}$ and $(y-V(x)) / y\left(\infty^{ \pm}\right)=1$ then $D_{1}-D_{0} \sim^{\mathfrak{m}} D_{0}^{\prime}-D_{2}$. Choose $D_{0}=\sum_{i=1}^{g+1} W_{i}$ as the base point of the Abel-Jacobi map $\mathcal{A}$.

Recall that if $S$ is real structure on $C$, then $S$ induces a transformation on the sheaves $\mathcal{O}_{C}$, $\Omega^{1}, \mathbb{Z}$ :

$$
S^{*}: \Gamma\left(U, \mathcal{O}_{C}\right) \rightarrow \Gamma\left(S(U), \mathcal{O}_{C}\right), \quad f \mapsto \overline{f o S}
$$

We also denote by $S^{*}$ the transformation induced on $\Omega^{1}$. We shall say that $\alpha \in H^{0}\left(C, \Omega^{1}\right)$ is $S$-real provided that $S^{*} \alpha=\alpha$. Moreover $S$ induces an involution on $C_{1}(C, \mathbb{Z})$ (the group of topological 1-cycles). If $\alpha \in H^{0}\left(C, \Omega^{1}\right)$ and $c \in C_{1}(C, \mathbb{Z})$ then $\int_{c} S^{*} \alpha=\overline{\int_{S(c)} \alpha}$. If $\alpha$ is $S$-real, we get $\int_{c} \alpha=\overline{\int_{S(c)} \alpha}$. We shall say $c \in H_{1}(C, \mathbb{Z})$ is $S$-real (respectively $S$-imaginary) if $S(c)=c$ (respectively $S(c)=-c$ ).

The differential one-forms $x^{i} \mathrm{~d} x / y$ on $C$ are real (for the usual real structure), and if we denote $\omega=\left(\mathrm{d} x / y, x \mathrm{~d} x / y, \ldots, x^{g} \mathrm{~d} x / y\right)$ then

$$
\int_{D_{0}}^{J_{2}\left(D_{1}\right)} \omega=\overline{\int_{D_{0}^{\prime}}^{D_{2}} \omega}=-\overline{\int_{D_{2}}^{D_{0}^{\prime}} \omega}=-\overline{\int_{D_{0}}^{D_{1}} \omega} .
$$

Therefore the involution $J_{2}$ acts on $J\left(C, \infty^{ \pm}\right)$as $z \mapsto J_{2}(z)=-\bar{z}, z \in \mathbb{C}^{g+1} / \Lambda_{2 g+1}$, where $z=\int_{D_{0}}^{D_{1}} \omega$ and $J_{2}(z)=\int_{D_{0}}^{J_{2}\left(D_{1}\right)} \omega$.

Theorem 4.1. $T_{h}^{\mathbb{R}} \subset \mathbb{C}^{g+1} / \Lambda_{2 g+1}$ is topologically $a(g+1)$-torus and its periods are generated by $e_{i}, \bar{i} \in\{1,2, \ldots, g+1\}$.

Proof. The fact that $T_{\underline{h}}^{\mathbb{R}}$ is compact and connected is proved by Previato [19]. Consider the image of $T_{\underline{h}}^{\mathbb{R}}$ in $J\left(C, \infty^{ \pm}\right)$under the Abel-Jacobi map. As $\omega$ is real and $\gamma_{i}$ are imaginary cycles, then $e_{i} \in \mathbb{C}^{g+1}$ are purely imaginary vectors. We shall determine the action of $J_{2}$ on $H_{1}\left(\breve{C}_{h}, \mathbb{Z}\right)$ and hence on the period lattice $\Lambda_{2 g+1}$. Let us choose a base of $H_{1}\left(\breve{C}_{h}, \mathbb{Z}\right)$ as in Fig. 1.

Under the standard anti-holomorphic involution $\delta_{j}$ is sent to $\delta_{j}^{\prime}$ which is homologous to $\delta_{j}-\gamma_{\infty}-\sum_{i=1, i \neq j, i \neq j+1}^{g+1} \gamma_{i}$. As $\gamma_{\infty} \equiv-\sum_{i=1}^{g+1} \gamma_{i}$ then $\delta_{j}^{\prime} \equiv \delta_{j}+\gamma_{j}+\gamma_{j+1}$. Thus

$$
\overline{f_{j}}=f_{j}+e_{j}+e_{j+1}, \quad J_{2}\left(f_{j}\right)=-\overline{f_{j}}=-f_{j}-e_{j}-e_{j+1}
$$

Denote by $z \in \mathbb{C}^{g+1}, \operatorname{Re}(z) \in \mathbb{R}^{g+1}$ the real part of $z$.
Complete further $\left\{e_{1}, \ldots, e_{g+1}, f_{1}, \ldots, f_{g}\right\}$ to a basis of $\mathbb{C}^{g+1}$ by $\left\{e_{1}, \ldots, e_{g+1}, f_{1}, \ldots\right.$, $\left.f_{g}, f_{g+1}\right\}$ under the condition that $\left\{\operatorname{Re}\left(f_{1}\right), \ldots, \operatorname{Re}\left(f_{g+1}\right), f_{g+1}\right\}$ is a basis of $\mathbb{R}^{g+1}$. The fixed points of $J_{2}$ in $\mathbb{C}^{g+1}$ are given by

$$
J_{2} z=z, \quad J_{2}=\left(\begin{array}{cc}
\operatorname{Id}_{g+1} & -A \\
0 & -\operatorname{Id}_{g+1}
\end{array}\right), \quad A=\left(\begin{array}{cccccc}
1 & 0 & 0 & \cdots & 0 & 0 \\
1 & 1 & 0 & \cdots & 0 & 0 \\
0 & 1 & 1 & \cdots & 0 & 0 \\
\vdots & & 1 & \cdots & 0 & 0 \\
& & & & 1 & 0 \\
0 & \cdots & & & 1 & 0
\end{array}\right) .
$$

If $z \in \mathbb{C}^{g+1} / \mathbb{Z}\left\{e_{1}, \ldots, e_{g+1}, f_{1}, \ldots, f_{g+1}\right\}$ the only possible solutions are

$$
\begin{aligned}
& \forall\left(q_{1}, \ldots, q_{g+1}\right) \in S^{g+1}, \quad \forall j \in\{1,2, \ldots, g\} \\
& p_{j} \equiv 0 \bmod f_{j}, \quad 2 p_{g+1} \equiv 0 \bmod f_{g+1}
\end{aligned}
$$

Assume that the vector $f_{g+1}$ tends to infinity, and get

$$
\forall\left(q_{1}, \ldots, q_{g+1}\right) \in S^{g+1}, \quad \forall j \in\{1,2, \ldots, g\}, \quad p_{j} \equiv 0 \bmod f_{j} .
$$

Finally $T_{\underline{h}}^{\mathbb{R}}$ is generated by $e_{i}$ for $i \in\{1,2, \ldots, g+1\}$.

## 5. The Monodromy

### 5.1. The case $g=0$

The system (1) is

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{0}=\left[\Gamma_{0}, \Omega\right]
$$

or equivalently

$$
\dot{\omega}_{1}=-m \omega_{2} \omega_{3}, \quad \dot{\omega}_{2}=m \omega_{1} \omega_{3}, \quad \dot{\omega}_{3}=0
$$

It is a Hamiltonian system with one degree of freedom with the following Poisson structure

| $\{.,\}$. | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ |
| :---: | :---: | :---: | :---: |
| $\omega_{1}$ | 0 | $-(1+m) \omega_{3}$ | $\omega_{2} /(1+m)$ |
| $\omega_{2}$ | $(1+m) \omega_{3}$ | 0 | $-\omega_{1} /(1+m)$ |
| $\omega_{3}$ | $-\omega_{2} /(1+m)$ | $\omega_{1} /(1+m)$ | 0 |

and the Hamiltonian function

$$
H=H_{0}-\frac{m}{2(1+m)} H_{-1}^{2}=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m) \omega_{3}^{2}\right),
$$

where

$$
H_{-1}=(1+m) \omega_{3}
$$

is a first integral and

$$
H_{0}=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m)^{2} \omega_{3}^{2}\right)
$$

is a Casimir function. The spectral curve associated to the Lax pair (4) is given by the polynomial

$$
y^{2}-f(x)=y^{2}-U(x) W(x)-V^{2}(x)=y^{2}-x^{2}-2 h_{-1} x-\left(2 h+\frac{m}{1+m} h_{-1}^{2}\right)=0
$$

It is a genus zero curve and its generalized Jacobian is $\mathbb{C}^{*}$. It is identified to the invariant manifold of the system. The spectral curve as well the corresponding Lagrangian fibration have no monodromy.

### 5.2. The case $g=1$ (the Lagrange top)

The system (1) is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\chi \lambda+\Gamma_{0}-\Gamma_{1} \lambda^{-1}\right)=\left[\chi \lambda+\Gamma_{0}-\Gamma_{1} \lambda^{-1}, \chi \lambda+\Omega\right] \tag{5}
\end{equation*}
$$

or equivalently

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{0}=\left[\Gamma_{0}, \Omega\right]-\left[\Gamma_{1}, \chi\right], \quad \frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{1}=\left[\Gamma_{1}, \Omega\right]
$$

If we denote

$$
\Gamma_{1}=\left(\begin{array}{ccc}
0 & -\gamma_{3} & \gamma_{2} \\
\gamma_{3} & 0 & -\gamma_{1} \\
-\gamma_{2} & \gamma_{1} & 0
\end{array}\right)
$$

then the system takes the form

$$
\begin{array}{ll}
\dot{\omega}_{1}=-m \omega_{2} \omega_{3}-\gamma_{2}, & \dot{\gamma}_{1}=\gamma_{2} \omega_{3}-\gamma_{3} \omega_{2}, \\
\dot{\omega}_{2}=m \omega_{1} \omega_{3}+\gamma_{1}, & \dot{\gamma}_{2}=\gamma_{3} \omega_{1}-\gamma_{1} \omega_{3}, \\
\dot{\omega}_{3}=0, & \dot{\gamma}_{3}=\gamma_{1} \omega_{2}-\gamma_{2} \omega_{1} .
\end{array}
$$

It is a two degrees of freedom integrable Hamiltonian system with Poisson structure

| $\{.,\}$. | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{1}$ | 0 | $-(1+m) \omega_{3}$ | $\omega_{2} /(1+m)$ | 0 | $-\gamma_{3}$ | $\gamma_{2}$ |
| $\omega_{2}$ | $(1+m) \omega_{3}$ | 0 | $-\omega_{1} /(1+m)$ | $\gamma_{3}$ | 0 | $-\gamma_{1}$ |
| $\omega_{3}$ | $-\omega_{2} /(1+m)$ | $\omega_{1} /(1+m)$ | 0 | $-\gamma_{2} /(1+m)$ | $\gamma_{1} /(1+m)$ | 0 |
| $\gamma_{1}$ | 0 | $-\gamma_{3}$ | $\gamma_{2} /(1+m)$ | 0 | 0 | 0 |
| $\gamma_{2}$ | $\gamma_{3}$ | 0 | $-\gamma_{1} /(1+m)$ | 0 | 0 | 0 |
| $\gamma_{3}$ | $-\gamma_{2}$ | $\gamma_{1} /(1+m)$ | 0 | 0 | 0 | 0 |

and Hamiltonian

$$
H=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m) \omega_{3}^{2}\right)-\gamma_{3} .
$$

The second first integral is

$$
H_{-1}=(1+m) \omega_{3}
$$

and the Casimir functions are

$$
H_{1}=-\omega_{1} \gamma_{1}-\omega_{2} \gamma_{2}-(1+m) \omega_{3} \gamma_{3}, \quad H_{2}=\frac{1}{2}\left(\gamma_{1}^{2}+\gamma_{2}^{2}+\gamma_{3}^{2}\right) .
$$



Fig. 2. The Lagrange top.
The spectral curve $\tilde{C}$ is given by

$$
\begin{equation*}
y^{2}-f(x)=y^{2}-x^{4}-2 h_{-1} x^{3}-\left(2 h+\frac{m}{1+m} h_{-1}^{2}\right) x^{2}-2 h_{1} x-2 h_{2}=0 \tag{7}
\end{equation*}
$$

The system (6) describes the motion of a symmetric rigid body spinning about its axis whose base point is fixed (Fig. 2). A constant vertical gravitational force acts on the center of mass of the top, which lies on its axis. The vector $\gamma$ is the unit vector $e_{z}$ expressed in body coordinates, while the vector $\omega$ is the angular velocity of the body. For more details, we refer the reader to $[2,6]$. For completeness we give below the Lagrangian function in Euler coordinates $\phi, \psi, \theta$ (shown in Fig. 2), which are local coordinates on an open subset of the configuration space $\mathrm{SO}(3)$. This problem will have three degrees of freedom. It has three first integrals: the total energy $E$, the projection $M_{z}$ of the angular momentum on the vertical, the projection $M_{3}$ of the angular momentum vector on the $e_{3}$ axis (Fig. 2).

Let $A=B \neq C$ be the moments of inertia of the body at 0 , and let $e_{1}, e_{2}$ and $e_{3}$ the unit vectors of a right moving coordinate system connected to the body, directed along the principal axes at fixed point 0 . We note by $\omega$ the angular velocity of the top which is expressed in terms of the derivatives of the Euler angles by the formula (cf. [2])

$$
\omega=\omega_{1} e_{1}+\omega_{2} e_{2}+\omega_{3} e_{3}=\dot{\theta} e_{1}+(\dot{\phi} \sin \theta) e_{2}+(\dot{\psi}+\dot{\phi} \cos \theta) e_{3}
$$

where $0<\phi<2 \pi, 0<\psi<2 \pi$ and $0<\theta<\pi$. Since $T=\frac{1}{2}\left(A \omega_{1}^{2}+B \omega_{2}^{2}+C \omega_{3}^{2}\right)$, the kinetic energy is given

$$
T=\frac{1}{2} A\left(\dot{\theta}^{2}+\dot{\phi}^{2} \sin ^{2} \theta\right)+\frac{1}{2} C(\dot{\psi}+\dot{\phi} \cos \theta)^{2}
$$

and the potential energy is equal to

$$
U=\mathbf{m} g l \cos \theta
$$

where $l$ is the distance between the fixed point and the center of mass of the top. The Lagrangian function reads

$$
L=T-U=\frac{1}{2} A\left(\dot{\theta}^{2}+\dot{\phi}^{2} \sin ^{2} \theta\right)+\frac{1}{2} C(\dot{\psi}+\dot{\phi} \cos \theta)^{2}-\mathbf{m} g l \cos \theta
$$

Let $p_{\phi}, p_{\psi}$ and $p_{\theta}$ be the conjugate moments. To the cyclic coordinates $\phi$ and $\psi$ correspond the first integrals

$$
\begin{aligned}
& p_{\phi}=\frac{\partial L}{\partial \dot{\phi}}=M_{z}=\dot{\phi}\left(A \sin ^{2} \theta+C \cos ^{2} \theta\right)+\dot{\psi} C \cos \theta \\
& p_{\psi}=\frac{\partial L}{\partial \dot{\psi}}=M_{3}=(\dot{\phi} \cos \theta+\dot{\psi}) C
\end{aligned}
$$

The last conjugate moment $p_{\theta}$ is equal to $p_{\theta}=A \dot{\theta}$. The momentum mapping of the Lagrange top is

$$
F: T^{*} V \rightarrow \mathbb{R}^{3}, \quad\left(\phi, \psi, \theta, p_{\phi}, p_{\psi}, p_{\theta}\right) \mapsto\left(E, M_{3}, M_{z}\right)
$$

Eliminating $\dot{\phi}$ and $\dot{\psi}$, we get the total energy $E$ of the system as

$$
E=\frac{1}{2 A} p_{\theta}^{2}+\frac{M_{3}^{2}}{2 C}+\frac{\left(M_{z}-M_{3} \cos \theta\right)^{2}}{2 A \sin ^{2} \theta}+\mathbf{m} g l \cos \theta
$$

Let

$$
a_{1}=\frac{2 M_{3}}{A}, \quad a_{2}=\frac{2 E}{A}+\frac{M_{3}^{2}}{A}\left(\frac{1}{A}-\frac{1}{C}\right), \quad a_{3}=\frac{2 M_{z}}{A}
$$

and obviously $\left(E, M_{3}, M_{z}\right) \rightarrow\left(a_{1}, a_{2}, a_{3}\right)$ is a bipolynomial map. Moreover, we shall assume that

$$
A=\mathbf{m} g l .
$$

Then action variables are obviously given by [1]

$$
I_{1}=\frac{A}{2 \pi} \oint_{\gamma} \frac{\sqrt{g(u)}}{1-u^{2}} \mathrm{~d} u, \quad I_{2}=M_{3}, \quad I_{3}=M_{z}
$$

where

$$
g(u)=2 u^{3}-a_{2} u^{2}+\left(\frac{1}{2} a_{1} a_{3}-2\right) u+a_{2}-\frac{1}{4}\left(a_{1}^{2}+a_{3}^{2}\right),
$$

and the cycle $\gamma$ is defined in Fig. 3b. It is well known [26] that for a real motion of Lagrange top, the polynomial $g(u)$ has exactly two real roots $u_{1}$ and $u_{2}$ on the interval $-1 \leq u \leq 1$ and one for $u>1$ (Fig. 3a). The linear change of variables

$$
u=-2 \xi+\frac{1}{6} a_{2}, \quad v=-2 \sqrt{-1} \eta
$$

transforms the curve $\Gamma(*)$ to the curve

$$
\Gamma^{\prime}=\left\{\eta^{2}=4 \xi^{3}-i \xi-j\right\}
$$

where

$$
i=1-\frac{1}{4} a_{1} a_{3}+\frac{1}{12} a_{2}^{2}, \quad j=\frac{1}{6} a_{2}+\frac{1}{48} a_{1} a_{2} a_{3}-\frac{1}{16} a_{1}^{2}-\frac{1}{216} a_{2}^{3}-\frac{1}{16} a_{3}^{2} .
$$



Fig. 3. (a) Graph of the function $g(u)$ and (b) projection of the cycle $\gamma$ on the $u$-plane.

Subsequently we shall consider two elliptic curves $\Gamma^{\prime}$ and

$$
C=\left\{(x, y) \in \mathbb{C}^{2}: y^{2}=x^{4}+a_{1} x^{3}+a_{2} x^{2}+a_{3} x+1\right\}
$$

Remark 5.1. $C$ is nothing but the curve $\tilde{C}$ (7), where

$$
A=1, \quad E=H, \quad M_{3}=H_{-1}, \quad M_{z}=H_{2}, \quad m=C-1
$$

The curves $C$ and $\Gamma$ are isomorphic, more precisely $\Gamma^{\prime}$ as the Jacobian $J(C)$ of $C$ [27]. The birational mapping identifying $C$ and $\Gamma^{\prime}$ is given by

$$
\begin{equation*}
(x, y) \mapsto\left(\xi=\frac{A_{1}}{x-r_{0}}+\frac{A_{2}}{2}, \quad \eta=\frac{y A_{1}}{\left(x-r_{0}\right)^{2}}\right) \tag{**}
\end{equation*}
$$

where $r_{0}$ is a root of $f(x)$ such that its real part is positive and $A_{1}=r_{0}^{3}+\frac{3}{4} a_{1} r_{0}^{2}+\frac{1}{2} a_{2} r_{0}+$ $\frac{1}{4} a_{3}, A_{2}=r_{0}^{2}+\frac{1}{2} a_{1} r_{0}+\frac{1}{6} a_{2}$. The map $(* *)$ sends the root $r_{0}$ to $\infty$ and then translates the barycenter of the three remaining roots into the origin [4]. Using ( $* *$ ) it is easy to check

$$
\frac{\mathrm{d} \xi}{\eta}=-\frac{\mathrm{d} x}{y}
$$

$$
(* * *)
$$

Now we are going to study the discriminant locus $\Delta \subset \mathbb{R}^{3}$ of the polynomial $f(x)=$ $x^{4}+a_{1} x^{3}+a_{2} x^{2}+a_{3} x+1$. We denote $\Delta_{c}=\Delta \cap\left\{a_{3}=c\right\} \subset \mathbb{R}^{2}$ in the ( $a_{1}, a_{2}$ )-plane. Let us consider the following cases:

- If $f(x)$ has a real double root $u$ then

$$
f(x)=(x-u)^{2}\left(x^{2}+\alpha x+\beta\right), \quad \alpha \in \mathbb{R}, \quad \beta, u \in \mathbb{R} \backslash\{0\}
$$

Hence

$$
a_{1}=\frac{c+2 / u}{u^{2}}-2 u, \quad a_{2}=\frac{-3}{u^{2}}-\frac{2 c}{u}+u^{2}
$$

$\Delta_{c}$ is parameterized by $u \in \mathbb{R} \backslash\{0\}$.

- If $f(x)$ has a real triple root $u$ then

$$
f(x)=(x-u)^{3}(x-\alpha), \quad \alpha, u \in \mathbb{R} \backslash\{0\} .
$$

- If $c= \pm 4$ then $u=\mp 1$ is a real quadruple root. It is the point $\left(a_{1}, a_{2}\right)=( \pm 4,6)$.
- If $|c|>4$ then there are two possibilities for $u$, moreover $u$ has the sign of $-c$.
- If $|c|<4$ then $f$ cannot have a real triple root.
- If $f(x)$ has two double roots then

$$
f(x)=\left(x^{2}+\alpha x+\beta\right)^{2}, \quad \alpha \in \mathbb{R}, \quad \beta \in \mathbb{R} \backslash\{0\}
$$

- If $(\alpha, \beta)=(-c / 2,-1)$ then $f$ have two real distinct double roots of opposite sign. Therefore the two branches of $\Delta_{c}$ have an intersection point at $\left(a_{1}, a_{2}\right)=(-c,-2+$ $\left.c^{2} / 4\right)$.
- If $(\alpha, \beta)=(c / 2,1)$ then
- If $|c|>4$ then we have two different real double roots of the same sign as $-c$. They represent a normal crossing of $\Delta_{c}$ with coordinates $\left(a_{1}, a_{2}\right)=\left(c, 2+c^{2} / 4\right)$.
- If $|c|<4$ then we have a pair of complex conjugate double roots. They represent an isolated point of the real discriminant locus with coordinates $\left(a_{1}, a_{2}\right)=(c, 2+$ $\left.c^{2} / 4\right)$.

The sections $\Delta_{c}$ of the discriminant locus $\Delta$ are shown in Fig. 4. Let $\mathcal{C}_{c}$ be the connected component of the complement to $\Delta_{c}$ in $\mathbb{R}^{2}$, in which $f(x)$ has no real root:

$$
\mathcal{C}=\left\{\left(a_{1}, a_{2}, a_{3}\right) \in \mathbb{R}^{3}:\left(a_{1}, a_{2}\right) \in \mathcal{C}_{a_{3}} \text { and }\left|a_{3}\right|<4\right\}
$$

Lemma 5.1. We have

$$
I_{1}=\frac{A \sqrt{-1}}{2 \pi} \oint_{\gamma_{1}} \frac{y}{x^{2}} \mathrm{~d} x
$$



Fig. 4. The discriminant locus of $f(x)$.


Fig. 5. Projection of the cycles $\gamma_{1}, \delta_{1}, \delta_{1}^{\prime}$ and $\gamma_{\infty}$ on the $x$-plane.
where $y^{2}=x^{4}+a_{1} x^{3}+a_{2} x^{2}+a_{3} x+1$ and the cycle $\gamma_{1}$ is defined in Fig. 5.
Proof. We have

$$
\frac{\partial I_{1}}{\partial a_{2}}=\frac{A}{4 \pi} \oint_{\gamma} \frac{\mathrm{d} u}{v}=-\frac{A \sqrt{-1}}{4 \pi} \oint_{\gamma} \frac{\mathrm{d} \xi}{\eta} \stackrel{(* *)}{=} \frac{A \sqrt{-1}}{4 \pi} \oint_{\gamma_{1}} \frac{\mathrm{~d} x}{y}=\frac{A \sqrt{-1}}{2 \pi} \frac{\partial}{\partial a_{2}}\left(\oint_{\gamma_{1}} \frac{y}{x^{2}} \mathrm{~d} x\right)
$$

Then

$$
I_{1}=\frac{A \sqrt{-1}}{2 \pi} \oint_{\gamma_{1}} \frac{y}{x^{2}} \mathrm{~d} x+g\left(a_{1}, a_{3}\right)
$$

where $g\left(a_{1}, a_{3}\right)$ is a function. To compute $g\left(a_{1}, a_{3}\right)$, we note that for any fixed $\left(a_{1}, a_{3}\right)$ such that the polynomial $f(x)$ has no real root, we may continuously deform $a_{2}$ in such a way that $\left(a_{1}, a_{2}, a_{3}\right)$ lies on $\Delta$. But under such a deformation, the cycle $\gamma_{1}\left(a_{1}, a_{2}, a_{3}\right)$ vanishes. And hence $I_{1}\left(a_{1}, a_{2}, a_{3}\right)=0$ and $\oint_{\gamma_{1}} y \mathrm{~d} x / x^{2}=0$ which implies $g\left(a_{1}, a_{3}\right)=0$.

### 5.2.1. The monodromy of Lagrange top

Let $F: T^{*} V \rightarrow \mathbb{R}^{3}$ be the moment map of the Lagrange top, where $V=\mathrm{SO}(3)$. We consider the fibration

$$
\tilde{F}: T^{*} V \backslash F^{-1}(\Delta) \rightarrow \mathbb{R}^{3} \backslash \Delta
$$

This is a proper topological fibration, the fibers of which are diffeomorphic to three-tori $\mathbf{T}^{3}$. We consider the real monodromy of $\tilde{F}$ defined as the action of $\pi_{1}\left(\mathbb{R}^{3} \backslash \Delta, c\right)$ on $H_{1}\left(\tilde{F}^{-1}(c), \mathbb{Z}\right), c=\left(c_{1}, c_{2}, c_{3}\right) \in \mathbb{R}^{3} \backslash \Delta$. We choose now a basis $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ of $H_{1}\left(\tilde{F}^{-1}(c), \mathbb{Z}\right)$ in the following way:

- For $\alpha_{1}$ we take the path on $\tilde{F}^{-1}(c)$ defined by fixing $\phi, \psi \cdot \theta, p_{\theta}$ make one circle on the curve defined by the equation

$$
c_{1}=\frac{1}{2 A} p_{\theta}^{2}+\frac{c_{2}^{2}}{2 C}+\frac{\left(c_{3}-c_{2} \cos \theta\right)^{2}}{2 A \sin ^{2} \theta}+\mathbf{m} g l \cos \theta
$$

- For $\alpha_{2}$ we fix $\theta, p_{\theta}$ and $\phi$ and $\psi$ run through the interval $[0,2 \pi]$.
- For $\alpha_{3}$ we fix $\theta, p_{\theta}$ and $\psi$ and $\phi$ run through the interval $[0,2 \pi]$.

With such a choice of basis of $H_{1}\left(\tilde{F}^{-1}(c), \mathbb{Z}\right)$, the action variables are given by

$$
I_{i}=\frac{1}{2 \pi} \oint_{\alpha_{i}} \sigma, \quad i=1,2,3
$$

where $\sigma=p_{\theta} \mathrm{d} \theta+p_{\phi} \mathrm{d} \phi+p_{\psi} \mathrm{d} \psi$ is the fundamental one-form on $T^{*} V$.
Theorem 5.1 (Bates and Cushman [6,9]). If $z_{0} \in \mathcal{C}$ then $\pi_{1}\left(\mathbb{R}^{3} \backslash D, z_{0}\right)=\mathbb{Z}$ and the real monodromy of $F$ can be represented, on the basis $\alpha_{i}$ (defined above) for $H_{1}\left(F^{-1}(c), \mathbb{Z}\right)$, by the matrix

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Proof. The proof of this theorem will follow from the following lemma.
Lemma 5.2. The real discriminant locus of the real polynomial $f(x)=\left(x^{2}+1\right)^{2}+\left(a_{1} x+\right.$ $\left.a_{2}\right) x^{2}$ in a small neighborhood of the origin in $\mathbb{R}^{2}\left\{a_{1}, a_{2}\right\}$ consists of the point $(0,0)$. When $\left(a_{1}, a_{2}\right)$ makes one turn around $(0,0)$ in a negative direction then the roots of $f(x)$ exchange their places as it is shown in Fig. 6.

Proof. The proof is straightforward.


Fig. 6. The $x$-plane.


Fig. 7. The loop $\kappa \in \pi_{1}\left(\mathcal{C}_{c}, z_{0}\right)$.
Remark 5.2. For $\left(a_{1}, a_{2}\right) \in \mathbb{R}^{2}$ sufficiently small, the real polynomial $f(x)$ has either two double roots or it has no double root at all. Hence the real discriminant locus of $f(x)$ is of codimension 2 and hence it is the point $(0,0)$. This phenomenon has a more general nature [16].

To compute the monodromy of the action variables (equivalently, the monodromy of the homology bundle of the Lagrangian fibration $\tilde{F}$ ), we shall consider the monodromy of the homology bundle of the Milnor fibration $\mathcal{B}$ of the polynomial $y^{2}-x^{4}-a_{1} x^{3}-a_{2} x^{2}-a_{3} x-1$. This is a fibration with fiber $\tilde{C}$ over $\mathbb{R}^{3} \backslash \Delta$, defined by

$$
\mathcal{B} \rightarrow \mathbb{R}^{3} \backslash \Delta, \quad\left\{y^{2}=x^{4}+a_{1} x^{3}+a_{2} x^{2}+a_{3} x+1\right\} \mapsto\left(a_{1}, a_{2}, a_{3}\right)
$$

$\pi_{1}\left(\mathbb{R}^{3} \backslash \Delta, z_{0}\right)$ is not trivial if and only if $z_{0} \in \mathcal{C}$.
Denote $P_{0}=\left(c, 2+c^{2} / 4\right)$ on the ( $a_{1}, a_{2}$ )-plane, and consider a simple negatively oriented (because the map $\left(E, M_{3}, M_{z}\right) \rightarrow\left(a_{1}\left(E, M_{3}, M_{z}\right), a_{2}\left(E, M_{3}, M_{z}\right), a_{3}\left(E, M_{3}, M_{z}\right)\right)$ reverse the orientation) loop $\kappa$ around $P_{0}$ (see Fig. 7).

This defines $\kappa$ as a loop in $\mathbb{R}^{3} \backslash \Delta$ with $z_{0} \in \mathcal{C}$ as base point. It is possible to deform continuously $\kappa$ to a loop (with the same orientation) contained in $\mathcal{C} \cap\left\{a_{3}=0\right\}$. The monodromy of roots of $f(x)$ induces the monodromy of cycles in $H_{1}(\tilde{C}, \mathbb{Z})$. This situation is described in Fig. 8a and b. Let $\gamma_{1}^{\prime}$ be the image of $\gamma_{1}$ after making one turn along $\kappa$ in negative direction. Then the classical Picard-Lefschetz formula [3] implies $\gamma_{1}^{\prime} \equiv \gamma_{1}+\delta_{1}-\delta_{1}^{\prime}$ and moreover we have $\gamma_{\infty} \equiv \delta_{1}-\delta_{1}^{\prime}$ where the projections of $\delta_{1}, \delta_{1}^{\prime}$ and $\gamma_{\infty}$ on the $x$-plane are shown in Fig. 5. That is to say

$$
I_{1}^{\prime}=\frac{A \sqrt{-1}}{2 \pi} \oint_{\gamma_{1}^{\prime}} \frac{\sqrt{f(x)}}{x^{2}} \mathrm{~d} x=\frac{A \sqrt{-1}}{2 \pi} \oint_{\gamma_{1}} \frac{\sqrt{f(x)}}{x^{2}} \mathrm{~d} x+\frac{A \sqrt{-1}}{2 \pi} \oint_{\gamma_{\infty}} \frac{\sqrt{f(x)}}{x^{2}} \mathrm{~d} x,
$$

and

$$
\oint_{\gamma_{\infty}} \frac{\sqrt{f(x)}}{x^{2}} \mathrm{~d} x=2 \sqrt{-1} \pi \text { residue }_{x=\infty}\left(\frac{\sqrt{f(x)}}{x^{2}} \mathrm{~d} x\right)=-\sqrt{-1} \pi a_{1} .
$$

We see that $I_{1}$ is transformed to $I_{1}+I_{2}$.


Fig. 8. (a, b) The cycle $\gamma_{1}$.

### 5.3. The case $g=2$

For this case, the system (1) is

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\chi \lambda+\Gamma_{0}-\Gamma_{1} \lambda^{-1}-\Gamma_{2} \lambda^{-2}\right)=\left[\chi \lambda+\Gamma_{0}-\Gamma_{1} \lambda^{-1}-\Gamma_{2} \lambda^{-2}, \chi \lambda+\Omega\right] \tag{8}
\end{equation*}
$$

As above we put

$$
\Gamma_{1}=\left(\begin{array}{ccc}
0 & -\gamma_{3} & \gamma_{2} \\
\gamma_{3} & 0 & -\gamma_{1} \\
-\gamma_{2} & \gamma_{1} & 0
\end{array}\right), \quad \Gamma_{2}=\left(\begin{array}{ccc}
0 & -\theta_{3} & \theta_{2} \\
\theta_{3} & 0 & -\theta_{1} \\
-\theta_{2} & \theta_{1} & 0
\end{array}\right) .
$$

In these notations

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{0}=\left[\Gamma_{0}, \Omega\right]-\left[\Gamma_{1}, \chi\right], \quad \frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{1}=\left[\Gamma_{1}, \Omega\right]+\left[\Gamma_{2}, \chi\right], \quad \frac{\mathrm{d}}{\mathrm{~d} t} \Gamma_{2}=\left[\Gamma_{2}, \Omega\right],
$$

or also

$$
\begin{array}{lll}
\dot{\omega}_{1}=-m \omega_{2} \omega_{3}-\gamma_{2}, & \dot{\gamma}_{1}=\gamma_{2} \omega_{3}-\gamma_{3} \omega_{2}+\theta_{2}, & \dot{\theta}_{1}=\omega_{3} \theta_{2}-\omega_{2} \theta_{3} \\
\dot{\omega}_{2}=m \omega_{1} \omega_{3}+\gamma_{1}, & \dot{\gamma}_{2}=\gamma_{3} \omega_{1}-\gamma_{1} \omega_{3}-\theta_{1}, & \dot{\theta}_{2}=\omega_{1} \theta_{3}-\omega_{3} \theta_{1} \\
\dot{\omega}_{3}=0, & \dot{\gamma}_{3}=\gamma_{1} \omega_{2}-\gamma_{2} \omega_{1}, & \dot{\theta}_{3}=\omega_{2} \theta_{1}-\omega_{1} \theta_{2}
\end{array}
$$

Let us consider this Poisson structure

| $\{.,\}$. | $\omega_{1}$ | $\omega_{2}$ | $\omega_{3}$ | $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ | $\theta_{1}$ | $\theta_{2}$ | $\theta_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\omega_{1}$ | 0 | $-(1+m) \omega_{3}$ | $\frac{\omega_{2}}{1+m}$ | 0 | $-\gamma_{3}$ | $\gamma_{2}$ | 0 | $-\theta_{3}$ | $\theta_{2}$ |
| $\omega_{2}$ | $(1+m) \omega_{3}$ | 0 | $-\frac{\omega_{1}}{1+m}$ | $\gamma_{3}$ | 0 | $-\gamma_{1}$ | $\theta_{3}$ | 0 | $-\theta_{1}$ |
| $\omega_{3}$ | $-\frac{\omega_{2}}{1+m}$ | $\frac{\omega_{1}}{1+m}$ | 0 | $-\frac{\gamma_{2}}{1+m}$ | $\frac{\gamma_{1}}{1+m}$ | 0 | $-\frac{\theta_{2}}{1+m}$ | $\frac{\theta_{1}}{1+m}$ | 0 |
| $\gamma_{1}$ | 0 | $-\gamma_{3}$ | $\frac{\gamma_{2}}{1+m}$ | 0 | $\theta_{3}$ | $-\theta_{2}$ | 0 | 0 | 0 |
| $\gamma_{2}$ | $\gamma_{3}$ | 0 | $-\frac{\gamma_{1}}{1+m}$ | $-\theta_{3}$ | 0 | $\theta_{1}$ | 0 | 0 | 0 |
| $\gamma_{3}$ | $-\gamma_{2}$ | $\frac{\gamma_{1}}{1+m}$ | 0 | $\theta_{2}$ | $-\theta_{1}$ | 0 | 0 | 0 | 0 |
| $\theta_{1}$ | 0 | $-\theta_{3}$ | $\frac{\theta_{2}}{1+m}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $\theta_{2}$ | $\theta_{3}$ | 0 | $-\frac{\theta_{1}}{1+m}$ | 0 | 0 | 0 | 0 | 0 | 0 |
| $\theta_{3}$ | $-\theta_{2}$ | $\theta_{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

The Hamiltonian function corresponding to (8) is

$$
H=\frac{1}{2}\left(\omega_{1}^{2}+\omega_{2}^{2}+(1+m) \omega_{3}^{2}\right)-\gamma_{3} .
$$

The Hamiltonian functions in involution with $H$ are

$$
H_{-1}=(1+m) \omega_{3}, \quad H_{1}=-\omega_{1} \gamma_{1}-\omega_{2} \gamma_{2}-(1+m) \omega_{3} \gamma_{3}-\theta_{3} .
$$

The Casimir functions are

$$
\begin{aligned}
& H_{2}=\frac{1}{2}\left(\gamma_{1}^{2}+\gamma_{2}^{2}+\gamma_{3}^{2}\right)-\omega_{1} \theta_{1}-\omega_{2} \theta_{2}-(1+m) \omega_{3} \theta_{3}, \\
& H_{3}=\gamma_{1} \theta_{1}+\gamma_{2} \theta_{2}+\gamma_{3} \theta_{3}, \quad H_{4}=\frac{1}{2}\left(\theta_{1}^{2}+\theta_{2}^{2}+\theta_{3}^{2}\right) .
\end{aligned}
$$

The spectral curve $\tilde{C}$ is given by

$$
y^{2}=x^{6}+2 h_{-1} x^{5}+\left(2 h+\frac{m}{1+m} h_{-1}^{2}\right) x^{4}+2 h_{1} x^{3}+2 h_{2} x^{2}+2 h_{3} x+2 h_{4} .
$$

The monodromy of cycles on spectral curve $\tilde{C}$ generates the monodromy of momentum map associated to the system (8).

### 5.3.1. The discriminant of $\left(x^{2}+1\right)^{3}+x^{3}\left(a x^{2}+b x+c\right)$

Let us consider the real discriminant $\Delta(a, b, c)$ of the polynomial $P(x)=\left(x^{2}+1\right)^{3}+$ $x^{3}\left(a x^{2}+b x+c\right)$ when $(a, b, c)$ is closed to $(0,0,0)$. Assume that

$$
P(x)=\left(x^{2}+c_{1} x+c_{2}\right)^{2}\left(x^{2}+d_{1} x+d_{2}\right),
$$

and hence

$$
\begin{aligned}
& a=\frac{2 \alpha\left(c_{2}-1\right)\left(c_{2}^{3}-1\right)}{c_{2}^{3}}, \quad b=\frac{\left(c_{2}-1\right)^{3}\left(c_{2}^{3}+3 c_{2}^{2}+3 c_{2}+5\right)}{3 c_{2}^{2}}, \\
& c=\frac{2 \alpha\left(c_{2}-1\right)\left(2 c_{2}^{3}+3 c_{2}-5\right)}{3 c_{2}^{2}}, \quad c_{1}=\alpha\left(c_{2}-1\right), \\
& d_{1}=-\frac{2 \alpha\left(c_{2}-1\right)}{c_{2}^{3}}, \quad d_{2}=c_{2}^{-2},
\end{aligned}
$$

where $\alpha$ verifies $3 \alpha^{2}=c_{2}\left(c_{2}+2\right)$ and $c_{2} \neq 0$. The discriminant of $\left(x^{2}+c_{1} x+c_{2}\right)^{2}$ is

$$
\Delta_{1}\left(c_{2}\right)=c_{1}^{2}-4 c_{2}=\frac{1}{3} c_{2}\left(-10+c_{2}^{3}-3 c_{2}\right),
$$

and the discriminant of $\left(x^{2}+d_{1} x+d_{2}\right)$ is

$$
\Delta_{2}\left(c_{2}\right)=d_{1}^{2}-4 d_{2}=-\frac{4}{3} \frac{2 c_{2}^{3}+3 c_{2}-2}{c_{2}^{5}}
$$

It is easy to check that $\Delta_{1}\left(c_{2}\right)$ and $\Delta_{2}\left(c_{2}\right)$ are negative when $c_{2}$ is close to 1 . Therefore the


Fig. 9. Discriminant of $f(x)$.
discriminant $\Delta(a, b, c)$ is parameterized near $(0,0,0)$ by

$$
\begin{aligned}
& a=\frac{2 \alpha\left(c_{2}-1\right)\left(c_{2}^{3}-1\right)}{c_{2}^{3}}, \quad b=\frac{\left(c_{2}-1\right)^{3}\left(c_{2}^{3}+3 c_{2}^{2}+3 c_{2}+5\right)}{3 c_{2}^{2}} \\
& c=\frac{2 \alpha\left(c_{2}-1\right)\left(2 c_{2}^{3}+3 c_{2}-5\right)}{3 c_{2}^{2}}, \quad c_{2} \in(0, \infty)
\end{aligned}
$$

(see Fig. 9). Denote the set in Fig. 9 by $\tilde{\Delta}$. The above shows that the connected component of the complement to the discriminant locus, in which the polynomial $\left(x^{2}+1\right)^{3}+x^{3}\left(a x^{2}+\right.$ $b x+c$ ) has no real roots is homeomorphic to $\mathbb{R}^{3} \backslash \tilde{\Delta}$. Moreover this implies that, more generally, the connected component $\mathcal{C} \subset \mathbb{R}^{6}$ of the complement to the discriminant locus in which the spectral polynomial

$$
x^{6}+2 h_{-1} x^{5}+\left(2 h+\frac{m}{1+m} h_{-1}^{2}\right) x^{4}+2 h_{1} x^{3}+2 h_{2} x^{2}+2 h_{3} x+2 h_{4}
$$

has no real roots, is homeomorphic to $\left(\mathbb{R}^{3} \backslash \tilde{\Delta}\right) \times \mathbb{R}^{3}$. Therefore, we have the following lemma.

Lemma 5.3. The fundamental group of $\mathcal{C}$ is isomorphic to the free group with three generators.


Fig. 10. Projection of the cycles $\gamma_{1}, \gamma_{3}, \gamma_{\infty}, \delta_{1}, \delta_{2}$ on the $x$-plane.

### 5.3.2. The monodromy of the generalized Lagrange top

The monodromy group of the top is a homomorphism from $\pi_{1}\left(\mathcal{C}, p_{1}\right)$ to $\mathbb{Z}^{3}=H_{1}\left(\mathbf{T}^{3}, \mathbb{Z}\right)$. On the other hand, the representations of $\mathcal{S}_{3}$ on $\mathbb{C}^{3}$ are well known. Such a representation is either a direct sum of one-dimensional representations, or a direct sum of the trivial one-dimensional representation and the standard (two-dimensional) representation. As expected, the monodromy of the top coincides with this second non-trivial possibility. To see this it is enough to compute the image in $\operatorname{Aut}(\mathbb{Z})$ of at least one non-trivial element of the fundamental group.

Consider the basis $\left\{\gamma_{1}, \gamma_{3}, \gamma_{\infty}, \delta_{1}, \delta_{2}\right\}$ of $H_{1}(\tilde{C}, \mathbb{Z})$ shown in Fig. 10. The cycles generating the Liouville tori are the cycles $\gamma_{1}, \gamma_{3}, \gamma_{\infty}$.

Let $\kappa_{1} \in \pi_{1}\left(\mathcal{C}, p_{1}\right)$ be the loop shown in Fig. 11. The monodromy of the roots of the polynomial $f(x)$, induced by this loop are shown in Fig. 12. Therefore, when $\left(a_{1}, a_{2}, a_{3}\right)$ makes one turn along $\kappa$, the cycle $\gamma_{1}$ is transformed to $\gamma_{1}^{\prime}$, where

$$
\gamma_{1}^{\prime}=\gamma_{1}+\delta_{1}-\delta_{1}^{\prime}=\gamma_{1}-\gamma_{3}+\gamma_{\infty}
$$



Fig. 11. The loops $\kappa$.


Fig. 12. Monodromy of the roots of $f(x)$.

The monodromy of cycles is given by the following matrix (in the basis $\left\{\gamma_{1}, \gamma_{3}, \gamma_{\infty}\right\}$ ):

$$
M_{\kappa_{1}}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)
$$

Consider the loop $\kappa_{2} \in \pi_{1}\left(\mathcal{C}, p_{2}\right)$ shown in Fig. 11. The monodromy of the roots of the polynomial $f(x)$ induced by $\kappa_{2}$ is shown in Fig. 13. The cycle $\gamma_{3}$ is transformed to $\gamma_{3}^{\prime}$ where

$$
\gamma_{3}^{\prime}=\gamma_{3}+\delta_{2}-\delta_{2}^{\prime}=\gamma_{3}-\gamma_{1}+\gamma_{\infty} .
$$

The monodromy of the cycles is given by the following matrix (in the basis $\left\{\gamma_{1}, \gamma_{3}, \gamma_{\infty}\right\}$ ):

$$
M_{\kappa_{2}}=\left(\begin{array}{ccc}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 1 & 1
\end{array}\right) .
$$

In a similar way, we may choose a third generator $\kappa_{3}$ and compute its image in $\operatorname{Aut}\left(\mathbb{Z}^{3}\right)$.


Fig. 13. The monodromy of the roots of $f(x)$.
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