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Abstract

The purpose of this paper is to show that the monodromy of action variables of the Lagrange top
and its generalizations can be deduced from the monodromy of cycles on a suitable hyperelliptic
curve (computed by the Picard–Lefschetz formula).
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1. Introduction

Let (M,ω) be a symplectic manifold of dimension 2n and consider a Lagrangian fibration

F : M → B,

whereB is a manifold of dimensionn. We shall also suppose that each fiberFq = F−1(q)

is compact and connected, and so it is diffeomorphic to a Liouville torus.
For eachq ∈ B, there is an open neighborhoodU ⊂ B of q and a diffeomorphism

V = F−1(U)→ U × Tn : p �→ (I1, . . . , In, φ1, . . . , φn),

whereTn is then-torusR
n/Zn. Moreover the coordinatesIi, called action coordinates, are

smooth functions depending onq only, and in these coordinates the symplectic form is

ω =
n∑
i=1

dφi ∧ dIi.
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The coordinatesφi are called angle coordinates. ThusV has the structure of a symplectic
principal bundle with a structure groupTn, Lagrangian fibers and a Hamiltonian action of
the structure group whose momentum map is the projection map of the bundle.

The question of global existence of action–angle coordinates on the principal bundle
M → B has been studied in a pioneering paper by Duistermaat[9]. A most obvious
obstruction to the global existence of such coordinates is of course the monodromy of the
bundle, which is a homomorphism fromπ1(B, b) toH1(Fb,Z) = Z

n. The first example of a
mechanical system with non-trivial monodromy is due to Cushman (the spherical pendulum,
see[9]). It turned out later that many other integrable systems have this property. We mention
here the Lagrange top[8], the spherical pendulum with quadratic potential(x3− a)2 [30],
the so-called Kirchoff top (a rigid body in an infinite ideal fluid)[5].

General theorems in this direction are due to Zou[29] and Nguyen[18]. These results have
an analytical nature: they do not use the underlying algebro-geometric structure of the prob-
lem. In this paper, we shall develop this second (algebro-geometric) approach on a concrete
example: the Lagrange top and its generalizations. The idea of the proof is the following. Let
us suppose that we have an algebraically completely integrable Hamiltonian system. This de-
fines a Lagrangian fibration and we suppose that each Lagrangian fiber (Liouville torus) can
be complexified to an affine part of a Jacobian varietyJ(Γb) = H0(Γb,Ω

1)∗/H1(Γb,Z),
whereΓb is a spectral curve depending onb. The manifoldB is the complement to the
discriminant locus of the spectral curveΓb. It is easier to describe the monodromy of the
complexified Lagrangian fibration (with fibersJ(Γb)). Indeed, its monodromy coincides
with the monodromy of the homology Milnor bundle with fibersH1(Γb,Z) and baseB.
We recall that the latter is associated to the Milnor fibration of the polynomial defining the
spectral curveΓb. In particular it comes with a canonical Gauss–Manin connection and its
monodromy is computed by the Picard–Lefschetz theory (e.g.[3]). Once the monodromy
of the cycles of the homology Milnor bundle computed, it remains to consider the mon-
odromy of the cycles generating the homology of the real part ofJ(Γb), and hence of the
real Liouville tori.

Of course ifB is simply connected there is no (real !) monodromy at all. A simplified, but
sufficiently general example is whenΓb is defined by a polynomial which itself is a versal
deformation of an isolated real simple singularity. The complement to the real part of the
complex discriminant locus may not be simply connected (this set should not be confused
with the complement to the real discriminant locus, see[16]). The simplest non-trivial
example is theA3 singularityy2±x4 and the curve defined by itsreal versal deformation is
related to the spectral curve of the spherical pendulum[12]. Indeed, the discriminant locus
∆ab of the polynomial(x2+ 1)2+ ax+ b contains an isolated point(a = 0, b = 0).

This paper is organized as follows. InSection 2, we define the generalized Lagrange top
as a(g+1) degrees of freedom completely integrable Hamiltonian system. The underlying
algebro-geometric structure is explained inSection 3. It turns out that, by analogy to the
classical Lagrange top(g = 1) [10], each complexified Liouville torus is an affine part
of a generalized JacobianJ(Γ ′) = H0(Γ,Ω1(∞+ + ∞−)∗/H1(Γaff ,Z) of a genusg
hyperelliptic curveΓ . HereΓaff is a smooth compact affine curve,Γ the compactified and
normalizedΓaff , X \ Γaff = ∞+ +∞−, Γ ′ is a compact singular curve obtained fromΓ
by identifying∞+ and∞−. Therefore to compute the monodromy of Liouville tori, we
have to determine first the monodromy of the homology bundle ofΓaff (on the place of
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Γ ), and then the monodromy of the cycles ofH1(Γaff ,Z) which generate the homology
of the real part ofJ(Γ ′). For this reason, we need the real structure ofJ(Γ ′) which is
described inSection 4. Finally, using this and the Picard–Lefschetz formula, we compute
the monodromy of the top, provided thatg ≤ 2 (Section 5).

2. Definition of the generalized Lagrange top

Consider the following Lax pair

d

dt
Γ(λ) = [Γ(λ), χλ+Ω], (1)

where

Γ(λ) = χλ+ Γ0− Γ1λ
−1− · · · − Γgλ

−g ∈ so(3)[λ, λ−1],

g ∈ N, χ =




0 −1 0

1 0 0

0 0 0


 , Ω =




0 −ω3 ω2

ω3 0 −ω1

−ω2 ω1 0


 ,

Γ0 =




0 −(1+m)ω3 ω2

(1+m)ω3 0 −ω1

−ω2 ω1 0


 ,

i ∈ {1,2, . . . , g}, Γi =




0 −γi,3 γi,2

γi,3 0 −γi,1
−γi,2 γi,1 0


 .

To simplify the notations, we note below

γ0,1 = ω1, γ0,2 = ω2, γ0,3 = (1+m)ω3.

The Lax pair(1) has(2g+ 2) first integrals

Hk = −1
4residueλ=0(λ

k−1 tr(Γ(λ)2)), k = −1,0,1, . . . ,2g.

We have in particular

H−1 = (1+m)ω3, H0 = 1
2(ω

2
1 + ω2

2 + (1+m)2ω2
3)− γ1,3.

The Lax pair(1) can be written in an equivalent form as a Hamiltonian system

d

dt
x = {x,H},

where

H = H0− m

2(1+m)
H2
−1 =

1

2
(ω2

1 + ω2
2 + (1+m)ω2

3)− γ1,3.
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The Poisson structure{., .} is given by

{γi,k, γj,l} =
3∑

c=1

Λc
klγi+j,c for i, j ∈ {0,1, . . . , g}, (2)

whereΛc
kl is a skew-symmetric matrix

Λ12 = (Λ1
12,Λ

2
12,Λ

3
12) = (0,0,−1), Λ13 = (Λ1

13,Λ
2
13,Λ

3
13) = (0,1,0),

Λ23 = (Λ1
23,Λ

2
23,Λ

3
23) = (−1,0,0).

It is easy to check further that(1) is a Liouville completely integrable Hamiltonian system
of (g + 1) degrees of freedom, whereHi, i = −1,0, . . . , g − 1 are first integrals, while
Hj, j = g, g+ 1, . . . , H2g are Casimirs. We call the system(1) the generalized Lagrange
top (another generalization may be found in[20]).

We shall identify the Lie algebras(so(3), [., .]) and (R3,∧) by the Lie algebras anti-
isomorphism([A,B] = −A ∧ B)


0 −x3 x2

x3 0 −x1

−x2 x1 0


 ∈ so(3) �→ (x3, x2, x1) ∈ R

3.

Let σ1, σ2, σ3 be the Pauli spin matrices defined by

σ1 =
(

1 0

0 −1

)
, σ2 =

√−1

(
0 −1

1 0

)
, σ3 =

(
0 1

1 0

)
,

and denoteσ = (σ1, σ2, σ3). Then [σ1, σ2] = 2
√−1σ3 (+cyclic permutation) which

implies that the map

x= (x3, x2, x1) ∈ R
3 �→ 1

2
√−1

x̃ = 1

2
√−1

xσ

= 1

2

(
−√−1x1 −√−1x3− x2

−√−1x3+ x2
√−1x1

)
∈ su(2),

wherex̃ = xσ = x1σ1 + x2σ2 + x3σ3 is a Lie algebra isomorphism betweenR
3 and the

(2× 2) skew-Hermitian traceless matricessu(2). Note that

−det(xσ) = ‖x‖2, trace(x̃ỹ) = −1
2x.y.

Composing these two previous morphisms of Lie algebras, we get a Lie algebras anti-
isomorphism between(so(3), [., .]) and(su(2), [., .]), we deduce from(1) an equivalent
Lax pair, namely

so(3) � χ �→ 1

2
√−1

σ3 ∈ su(2),

so(3) � Ω �→ 1

2
√−1

Ω̃ = 1

2
√−1

(
ω1 ω3−

√−1ω2

ω3+
√−1ω2 −ω1

)
∈ su(2),
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and finally

so(3) � Γi �→ 1

2
√−1

Γ̃i = 1

2
√−1

(
γi,1 γi,3−

√−1γi,2

γi,3+
√−1γi,2 −γi,1

)
∈ su(2),

i = 1,2, . . . , g.

If we denote

U(x)= xg+1+ ((1+m)ω3−
√−1ω2)x

g − (γ1,3−
√−1γ1,2)x

g−1− · · ·
− (γg,3−

√−1γg,2),

W(x)= xg+1+ ((1+m)ω3+
√−1ω2)x

2− (γ1,3+
√−1γ1,2)x

g−1− · · ·
− (γg,3+

√−1γg,2),

V(x)= ω1x
g − γ1,1x

g−1− γ2,1x
g−2− · · · − γg,1,

then

Γ(λ) �→ 1

2
√−1

Γ̃ (x) = 1

2
√−1

(
V(x) U(x)

W(x) −V(x)

)

= 1

2
√−1

(σ3x
g+1+ Γ̃0x

g − Γ̃1x
g−1− · · · − Γ̃g).

The generalized Lagrange top(1) becomes under this anti-isomorphism

2
√−1

d

dt
Γ̃ (x) = [σ3x+ Ω̃, Γ̃ (x)].

In the following section, we shall describe the algebro-geometric structure of the complex-
ified generalized Lagrange top. Therefore, we put(x3, x2, x1) ∈ C

3 and consider the Lie
algebra anti-isomorphism between (so(3,C), [., .]) and (sl(2,C), [., .]).

3. Algebraic structure

In this section, we show that the generalized Lagrange top is an algebraically completely
integrable system in the sense of Mumford[17, p. 3.53]. This means that the generic complex
level set of this system is an affine part of a commutative algebraic group: the generalized
JacobianJ(C,∞±) of an hyperelliptic curve of genusg with two points∞± identified.

The construction and properties of generalized Jacobians are due to Rosenlicht[21,22]
(even if the generalized Jacobian have been already used by Jacobi[13]) and Lang[14,15];
they rely on the theory of Abelian varieties developed by Weil[28]. Below we shall use the
Serre’s notations[23].

LetCbe the compact and normalized hyperelliptic curve defined by equationy2 = f(x) =∏2g+2
i=1 (x− xi). Let ι be the hyperelliptic involutionι : (x, y) ∈ C �→ (x,−y) ∈ C. Denote

by∞+,∞−, the two points “at infinity” onC (∞+ = ι(∞−)), andC̆ = C \ {∞+,∞−}.
The pair(C,∞±) defines a singular curveC′ (the singularization ofC with respect to the
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modulus∞++∞−). As a topological spaceC′ isCwith the two points∞+,∞− identified.
The structure sheafO′ of C′ is defined in the following way. LetOC′ be the direct image of
the structure sheafOC under canonical projectionC→ C′. Then

O′P =
{
OP if P ∈ C̆,

C+ i∞ if P = ∞,

wherei∞ is the ideal ofO∞ formed by the functionsf having a zero at∞+ and∞− of
order at least 1. We define the sheafL′(D) whereD is a divisor onC such that Supp(D) ∩
{∞+,∞−} = ∅ by

L′(D)P =
{
L(D)P if P ∈ C̆,

O′∞ if P = ∞.

Let

L′(D) = H0(C′,L′(D)), I ′(D) = H1(C′,L′(D)), l′(D) = dimC L
′(D),

i′(D) = dimC I
′(D).

As the sheafOC/O
′
C is coherent, letδP = dimC(OP/O

′
P) with P ∈ C′, the arithmetic

genuspa (dimension ofH1(C′,O′)) of the singular curveC′ is obtained from the geometric
genusg of C by the relation

pa = g+ δ∞.

In fact

δ∞ = dimC

(
O∞

C+ i∞

)
= dimC

(
O∞
i∞

)
− 1= deg(m)− 1= 1,

then

pa = g+ 1.

A divisorD onC with Supp(D) ∩ {∞+,∞−} = ∅ verifies

l′(D)− i′(D) = deg(D)+ 1− pa = deg(D)− g.

Now we define the equivalence relation∼m.

Definition 3.1. Let D1 andD2 be two divisors onC with Supp(D1) ∩ {∞+,∞−} = ∅
and Supp(D2) ∩ {∞+,∞−} = ∅. ThenD1∼mD2 provided that there exists a global
meromorphic functionf onC such that(f) = D1−D2 andv∞±(f − 1) ≥ 1.

Definition 3.2. The generalized Jacobian ofC′, denotedJ(C,∞±), is the subgroup Pic0(C′)
of Pic(C′) := Div(C′)/∼m formed by the divisorsD onC with Supp(D)∩{∞+,∞−} = ∅
and deg(D) = 0.
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It is known thatJ(C,∞±) is an extension ofJ(C) the usual Jacobian ofC by the algebraic
groupC

∗:

0→ C
∗ → J(C,∞±)

φ→J(C)→ 0.

An explicit embedding of a Zariski open subset ofJ(C,∞±) in C
3(g+1) is constructed by

the following classical construction due to Jacobi[13] and Mumford[17]. Let

f(x) = x2g+2+ a1x
2g+1+ a2x

2g + · · · + a2g+2

be a polynomial without double roots and define the Jacobi polynomials

U(x) = xg+1+ ugx
g + ug−1x

g−1+ · · · + u0,

V(x) = vgx
g + vg−1x

g−1+ · · · + v0,

W(x) = xg+1+ wgx
g + wg−1x

g−1+ · · · + w0.

Let TC be the set of Jacobi polynomials satisfying the relation

f(x) = V 2(x)+ U(x)W(x).

More explicitly, if we expand

f(x)− V 2(x)− U(x)W(x) =
2g+1∑
i=0

ci(aj, uk, vl, wm)x
i,

and takeuj, vk, wl as coordinates inC3(g+1), then

TC = {(u, v,w) ∈ C
3(g+1) : ci(aj, uk, vl, wm) = 0, i ∈ {0,1, . . . ,2g+ 1}}.

Proposition 3.1. If f(x) is a polynomial without double root then

1. TC is a smooth affine variety isomorphic toJ(C,∞±) \Θ for some divisor theta. Under
φ, the setΘ is the translate of the set of special divisors of degreeg− 1 by∞+ +∞−.

2. Any translation invariant vector field on the generalized Jacobian of the curve C with
modulusm = {∞+,∞−} can be written in the following Lax pair form:

2
√−1

d

dt
Γ̃ (x) =

[
Γ̃ (x),

Γ̃ (a)

x− a

]
, Γ̃ (x) =

(
V(x) U(x)

W(x) −V(x)

)
,

wherea ∈ C andU(x), V(x),W(x) are the Jacobi polynomials.

Proof. The proof of part (1) of the above proposition can be found in Previato[19]. For the
proof of part (2), see[7,10,11]. �

Let Divg+1(C̆) be the set of positive divisors of degree(g+ 1) on C̆ and Div+,g+1
0 (C̆) ⊂

Divg+1(C̆) be the subset of divisorsD = ∑g+1
i=1 Pi on C̆ having the property Supp(D) ∩

Supp(ι(D)) = ∅. The set Div+,g+1
0 (C̆) is naturally identified with a Zariski open subset of
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the symmetric productSg+1C̆. There is a bijection betweenTC and Div+,g+1
0 (C̆). In fact

TC is smooth and the bijection is an isomorphism of smooth algebraic varieties[17].
For some fixed divisorD0 =

∑g+1
i=1 Wi ∈ Div+,g+1

0 (C̆), we consider the Abel–Jacobi
map

A : Div+,g+1
0 (C̆) ⊂ Sg+1C̆→ J(C,∞±),

D =
g+1∑
i=1

Pi �→
∫ D

D0

ω :=

g+1∑

i=1

∫ Pi

Wi

dx

y
,

g+1∑
i=1

∫ Pi

Wi

x dx

y
, . . . ,

g+1∑
i=1

∫ Pi

Wi

xg dx

y


 .

Next we applyProposition 3.1to generalized Lagrange top. LetCh be the curveC as above,
whereh = (h−1, h, h1, . . . , h2g) ∈ C

2(g+1), and

f(x) = x2g+2+ 2h−1x
2g+1+ 2hx2g + 2h1x

2g−1+ · · · + 2h2g.

Let us consider the complex invariant level set of the generalized Lagrange top

Th = {(ωi, γj,k) ∈ C
3(g+1) : H−1(ωi, γj,k) = h−1, H(ωi, γj,k)

= h, H1(ωi, γj,k) = h1, . . . , H2g(ωi, γj,k) = h2g}.
This linear change of variables

ug = (1+m)ω3−
√−1ω2, vg = ω1, wg = (1+m)ω3+

√−1ω2,

ug−1 = −γ1,3+
√−1γ1,2, vg−1 = −γ1,1, wg−1 = −γ1,3−

√−1γ1,2,

ug−2 = −γ2,3+
√−1γ2,2, vg−2 = −γ2,1, wg−2 = −γ2,3−

√−1γ2,2,

...
...

...

u0 = −γg,3+
√−1γg,2, v0 = −γg,1, w0 = −γg,3−

√−1γg,2,

(3)

identifiesTC andTh where the curvesC andCh are related in the following way:

a1 = 2h−1,

a2 = 2h = 2h0− m

1+m
h2
−1,

a3 = 2h1,

...

a2g+1 = 2h2g−1,

a2g+2 = 2h2g.

We summarize this in the following theorem.

Theorem 3.1.

1. The complex level setTh is a smooth complex manifold biholomorphic toJ(C,∞±) \Θ
whereΘ is a theta divisor(Θ = J(C,∞±) \A(Div+,g+1

0 (C̆))).
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2. The Hamiltonian flows of generalized Lagrange top restricted toTh induce linear
flows onJ(C,∞±). The corresponding vector fields{., H−1}, {., H}, {., Hi} for i ∈
{1,2, . . . , g − 1} have a Lax pair representation obtained from the Lax pair(4) by
substitutinga ∈ P

1 and using the linear change of variables(3)

2
√−1

d

dt
Γ̃ (x) =

[
Γ̃ (x),

Γ̃ (a)

x− a

]
. (4)

4. The real structure

Consider the setR2(g+1) of all real polynomials of the formf(x) = x2g+2+2h−1x
2g+1+

2hx2g+2h1x
2g−1+· · ·+2h2g. Its coefficients are real and its roots are distinct. Denote by

∆ ⊂ R
2(g+1) its discriminant locus. Denote further byC the connected component of the

complement to∆ in R
2(g+1), in whichf(x) has no real root (obviously there is only one

such component).
We recall that a real structure on a complex algebraic varietyC is an anti-holomorphic

involution S : C → C (e.g.[24]). The real structure onTh is given by the usual complex
conjugation

(ωi, γ1,j, γ2,k, . . . , γg,l) �→ (ωi, γ1,j, γ2,k, . . . , γg,l, )

and we denoteTRh := Th ∩ R
3(g+1).

There are two natural anti-holomorphic involution onJ(C,∞±) \Θ,

J1 : (U, V,W)→ (U,−V,W), J2 : (U, V,W)→ (W, V ,U).

Denote byM1 (respectivelyM2), the set of fixed points ofJ1 (respectivelyJ2)

M1 = {(U, V,W) : U,V real, V imaginary},
M2 = {(U, V,W) : U = W, V real}.

Proposition 4.1. The real structure onTC is given by the involutionJ2 andM2 = TRh .

Proof. Fixed points ofJ2 in TC give real(ωi, γ1,j, γ2,k, . . . , γg,l) and vice versa. �

LetWi be 2(g+ 1) Weierstrass points on̆Ch, where (without loss of generality) we sup-
pose that

∑g+1
i=1 Wi =

∑g+1
i=1 Wg+1+i. Let us choose a basis{γi, δj}i∈{1,...,g+1}, j∈{1,...,g}

of H1(C̆,Z) as shown inFig. 1. Given ω = (dx/y, x dx/y, . . . , xg dx/y), and ei =∮
γi
ω, i = 1,2, . . . , g+1,fj =

∮
δj
ω, j = 1,2, . . . , g, we defineΛ2g+1 to be theZ-module

Z{e1, . . . , eg+1, f1, . . . , fg}.

Proposition 4.2. Assume thatf(x) is a real polynomial with simple roots:

1. TRh is not empty if and only ifh ∈ C.
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Fig. 1. Projection of the cyclesδi andγj on thex-plane.

2. The real structureJ2 acts onJ(C,∞±) as z ∈ C
g+1/Λ2g+1 �→ −z̄ ∈ C

g+1/Λ2g+1,
wherez̄ is the complex conjugation onCg+1.

Proof. The definition ofJ2 gives that if(U, V,W) ∈ TC andJ2(U, V,W) = (U, V,W) then

V 2(x)+ U(x)W(x) = |V(x)|2+ |U(x)|2 = f(x) ≥ 0 ∀x ∈ R.

If f(x) vanishes then this zero is in fact double, and this is impossible. This shows thatf(x)

is strictly positive. Reciprocally, ifh ∈ C thenJ2(
∑g+1

i=1 Wi) =
∑g+1

i=1 Wi. �

Now let us determine the action ofJ2 onSg+1C̆. LetP1 = (x1, y1), P2 = (x2, y2), . . . ,

Pg+1 = (xg+1, yg+1) be generic points on̆C. Let us consider the curveX = {(x, y) ∈
C

2 : y = V(x)} whereV(x) is the Lagrange polynomial of degreeg such thatX contains
P1, P2, . . . , Pg+1. The intersection points betweenC̆ andXare the pointsP1, P2, . . . , Pg+1,

Q1, . . . ,Qg+1. The pointsQi = (xi, yi) are determined simply byyi = V(xi) wherexi are
roots of polynomialV 2(x) − f(x) (which is the resultant ofy − V(x) andy2 − f(x) with
respect toy). We have

((y − V(x))|C) = D1+D2− (g+ 1)(∞+ +∞−), D1 =
g+1∑
i=1

Pi, D2 =
g+1∑
i=1

Qi,

y = D0+D′0− (g+ 1)(∞+ +∞−), D0 =
g+1∑
i=1

Wi, D′0 =
g+1∑
i=1

Wg+1+i.

We get((y − V(x))/y|C) = D1 + D2 − D0 − D′0 and (y − V(x))/y(∞±) = 1 then

D1−D0∼mD′0−D2. ChooseD0 =
∑g+1

i=1 Wi as the base point of the Abel–Jacobi mapA.
Recall that ifS is real structure onC, thenS induces a transformation on the sheavesOC,

Ω1, Z:

S∗ : Γ(U,OC)→ Γ(S(U),OC), f �→ foS
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We also denote byS∗ the transformation induced onΩ1. We shall say thatα ∈ H0(C,Ω1)

is S-real provided thatS∗α = α. MoreoverS induces an involution onC1(C,Z) (the group
of topological 1-cycles). Ifα ∈ H0(C,Ω1) andc ∈ C1(C,Z) then

∫
c
S∗α = ∫

S(c)
α. If α is

S-real, we get
∫
c
α = ∫

S(c)
α. We shall sayc ∈ H1(C,Z) isS-real (respectivelyS-imaginary)

if S(c) = c (respectivelyS(c) = −c).
The differential one-formsxi dx/y onC are real (for the usual real structure), and if we

denoteω = (dx/y, x dx/y, . . . , xg dx/y) then

∫ J2(D1)

D0

ω =
∫ D2

D′0
ω = −

∫ D′0

D2

ω = −
∫ D1

D0

ω.

Therefore the involutionJ2 acts onJ(C,∞±) asz �→ J2(z) = −z̄, z ∈ C
g+1/Λ2g+1, where

z = ∫ D1
D0

ω andJ2(z) =
∫ J2(D1)

D0
ω.

Theorem 4.1. TRh ⊂ C
g+1/Λ2g+1 is topologically a(g + 1)-torus and its periods are

generated byei, i ∈ {1,2, . . . , g+ 1}.

Proof. The fact thatTRh is compact and connected is proved by Previato[19]. Consider the

image ofTRh in J(C,∞±) under the Abel–Jacobi map. Asω is real andγi are imaginary

cycles, thenei ∈ C
g+1 are purely imaginary vectors. We shall determine the action ofJ2

onH1(C̆h,Z) and hence on the period latticeΛ2g+1. Let us choose a base ofH1(C̆h,Z) as
in Fig. 1.

Under the standard anti-holomorphic involutionδj is sent toδ′j which is homologous to

δj − γ∞ −
∑g+1

i=1, i�=j, i�=j+1 γi. As γ∞ ≡ −
∑g+1

i=1 γi thenδ′j ≡ δj + γj + γj+1. Thus

fj = fj + ej + ej+1, J2(fj) = −fj = −fj − ej − ej+1.

Denote byz ∈ C
g+1, Re(z) ∈ R

g+1 the real part ofz. �

Complete further{e1, . . . , eg+1, f1, . . . , fg} to a basis ofCg+1 by {e1, . . . , eg+1, f1, . . . ,

fg, fg+1} under the condition that{Re(f1), . . . ,Re(fg+1), fg+1} is a basis ofRg+1. The
fixed points ofJ2 in C

g+1 are given by

J2z = z, J2 =
(

Idg+1 −A
0 −Idg+1

)
, A =




1 0 0 · · · 0 0

1 1 0 · · · 0 0

0 1 1 · · · 0 0
... 1 · · · 0 0

1 0

0 · · · 1 0



.
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If z ∈ C
g+1/Z{e1, . . . , eg+1, f1, . . . , fg+1} the only possible solutions are

∀(q1, . . . , qg+1) ∈ Sg+1, ∀j ∈ {1,2, . . . , g},
pj ≡ 0 modfj, 2pg+1 ≡ 0 modfg+1.

Assume that the vectorfg+1 tends to infinity, and get

∀(q1, . . . , qg+1) ∈ Sg+1, ∀j ∈ {1,2, . . . , g}, pj ≡ 0 modfj.

Finally TRh is generated byei for i ∈ {1,2, . . . , g+ 1}.

5. The Monodromy

5.1. The caseg = 0

The system(1) is

d

dt
Γ0 = [Γ0,Ω],

or equivalently

ω̇1 = −mω2ω3, ω̇2 = mω1ω3, ω̇3 = 0.

It is a Hamiltonian system with one degree of freedom with the following Poisson structure

and the Hamiltonian function

H = H0− m

2(1+m)
H2
−1 =

1

2
(ω2

1 + ω2
2 + (1+m)ω2

3),

where

H−1 = (1+m)ω3

is a first integral and

H0 = 1
2(ω

2
1 + ω2

2 + (1+m)2ω2
3)

is a Casimir function. The spectral curve associated to the Lax pair(4) is given by the
polynomial

y2− f(x)=y2− U(x)W(x)− V 2(x)=y2− x2− 2h−1x−
(

2h+ m

1+m
h2
−1

)
= 0.
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It is a genus zero curve and its generalized Jacobian isC
∗. It is identified to the invariant

manifold of the system. The spectral curve as well the corresponding Lagrangian fibration
have no monodromy.

5.2. The caseg = 1 (the Lagrange top)

The system(1) is

d

dt
(χλ+ Γ0− Γ1λ

−1) = [χλ+ Γ0− Γ1λ
−1, χλ+Ω], (5)

or equivalently

d

dt
Γ0 = [Γ0,Ω] − [Γ1, χ],

d

dt
Γ1 = [Γ1,Ω].

If we denote

Γ1 =




0 −γ3 γ2

γ3 0 −γ1

−γ2 γ1 0


 ,

then the system takes the form

ω̇1 = −mω2ω3− γ2, γ̇1 = γ2ω3− γ3ω2,

ω̇2 = mω1ω3+ γ1, γ̇2 = γ3ω1− γ1ω3,

ω̇3 = 0, γ̇3 = γ1ω2− γ2ω1.

It is a two degrees of freedom integrable Hamiltonian system with Poisson structure

(6)

and Hamiltonian

H = 1
2(ω

2
1 + ω2

2 + (1+m)ω2
3)− γ3.

The second first integral is

H−1 = (1+m)ω3,

and the Casimir functions are

H1 = −ω1γ1− ω2γ2− (1+m)ω3γ3, H2 = 1
2(γ

2
1 + γ2

2 + γ2
3).
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Fig. 2. The Lagrange top.

The spectral curvẽC is given by

y2− f(x) = y2− x4− 2h−1x
3−

(
2h+ m

1+m
h2
−1

)
x2− 2h1x− 2h2 = 0. (7)

The system(6) describes the motion of a symmetric rigid body spinning about its axis
whose base point is fixed (Fig. 2). A constant vertical gravitational force acts on the center
of mass of the top, which lies on its axis. The vectorγ is the unit vectorez expressed in
body coordinates, while the vectorω is the angular velocity of the body. For more details,
we refer the reader to[2,6]. For completeness we give below the Lagrangian function in
Euler coordinatesφ,ψ, θ (shown inFig. 2), which are local coordinates on an open subset
of the configuration space SO(3). This problem will have three degrees of freedom. It has
three first integrals: the total energyE, the projectionMz of the angular momentum on the
vertical, the projectionM3 of the angular momentum vector on thee3 axis (Fig. 2).

Let A = B �= C be the moments of inertia of the body at 0, and lete1, e2 ande3 the
unit vectors of a right moving coordinate system connected to the body, directed along
the principal axes at fixed point 0. We note byω the angular velocity of the top which is
expressed in terms of the derivatives of the Euler angles by the formula (cf.[2])

ω = ω1e1+ ω2e2+ ω3e3 = θ̇e1+ (φ̇ sinθ)e2+ (ψ̇ + φ̇ cosθ)e3,

where 0< φ < 2π, 0 < ψ < 2π and 0< θ < π. SinceT = 1
2(Aω

2
1 + Bω2

2 + Cω2
3), the

kinetic energy is given

T = 1
2A(θ̇

2+ φ̇2 sin2θ)+ 1
2C(ψ̇ + φ̇ cosθ)2,

and the potential energy is equal to

U = mgl cosθ,

where l is the distance between the fixed point and the center of mass of the top. The
Lagrangian function reads

L = T − U = 1
2A(θ̇

2+ φ̇2 sin2θ)+ 1
2C(ψ̇ + φ̇ cosθ)2−mgl cosθ.
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Letpφ, pψ andpθ be the conjugate moments. To the cyclic coordinatesφ andψ correspond
the first integrals

pφ = ∂L

∂φ̇
= Mz = φ̇(A sin2θ + C cos2θ)+ ψ̇C cosθ,

pψ = ∂L

∂ψ̇
= M3 = (φ̇ cosθ + ψ̇)C.

The last conjugate momentpθ is equal topθ = Aθ̇. The momentum mapping of the
Lagrange top is

F : T ∗V → R
3, (φ, ψ, θ, pφ, pψ, pθ) �→ (E,M3,Mz).

Eliminatingφ̇ andψ̇, we get the total energyE of the system as

E = 1

2A
p2
θ +

M2
3

2C
+ (Mz −M3 cosθ)2

2A sin2θ
+mgl cosθ.

Let

a1 = 2M3

A
, a2 = 2E

A
+ M2

3

A

(
1

A
− 1

C

)
, a3 = 2Mz

A
,

and obviously(E,M3,Mz) → (a1, a2, a3) is a bipolynomial map. Moreover, we shall
assume that

A = mgl.

Then action variables are obviously given by[1]

I1 = A

2π

∮
γ

√
g(u)

1− u2
du, I2 = M3, I3 = Mz,

where

g(u) = 2u3− a2u
2+ (1

2a1a3− 2)u+ a2− 1
4(a

2
1 + a2

3),

and the cycleγ is defined inFig. 3b. It is well known[26] that for a real motion of Lagrange
top, the polynomialg(u) has exactly two real rootsu1 andu2 on the interval−1 ≤ u ≤ 1
and one foru > 1 (Fig. 3a). The linear change of variables

u = −2ξ + 1
6a2, v = −2

√−1η

transforms the curveΓ(∗) to the curve

Γ ′ = {η2 = 4ξ3− iξ − j},
where

i = 1− 1
4a1a3+ 1

12a
2
2, j = 1

6a2+ 1
48a1a2a3− 1

16a
2
1 − 1

216a
3
2− 1

16a
2
3.
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Fig. 3. (a) Graph of the functiong(u) and (b) projection of the cycleγ on theu-plane.

Subsequently we shall consider two elliptic curvesΓ ′ and

C = {(x, y) ∈ C
2 : y2 = x4+ a1x

3+ a2x
2+ a3x+ 1}.

Remark 5.1. C is nothing but the curvẽC (7), where

A = 1, E = H, M3 = H−1, Mz = H2, m = C − 1.

The curvesC andΓ are isomorphic, more preciselyΓ ′ as the JacobianJ(C) of C [27]. The
birational mapping identifyingC andΓ ′ is given by

(x, y) �→
(
ξ = A1

x− r0
+ A2

2
, η = yA1

(x− r0)2

)
, (∗∗)

wherer0 is a root off(x) such that its real part is positive andA1 = r3
0+ 3

4a1r
2
0+ 1

2a2r0+
1
4a3, A2 = r2

0 + 1
2a1r0 + 1

6a2. The map(∗∗) sends the rootr0 to∞ and then translates
the barycenter of the three remaining roots into the origin[4]. Using (∗∗) it is easy to
check

dξ

η
= −dx

y
. (∗ ∗ ∗ )

Now we are going to study the discriminant locus∆ ⊂ R
3 of the polynomialf(x) =

x4 + a1x
3 + a2x

2 + a3x + 1. We denote∆c = ∆ ∩ {a3 = c} ⊂ R
2 in the(a1, a2)-plane.

Let us consider the following cases:

• If f(x) has a real double rootu then

f(x) = (x− u)2(x2+ αx+ β), α ∈ R, β, u ∈ R \ {0}.
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Hence

a1 = c + 2/u

u2
− 2u, a2 = −3

u2
− 2c

u
+ u2.

∆c is parameterized byu ∈ R \ {0}.
• If f(x) has a real triple rootu then

f(x) = (x− u)3(x− α), α, u ∈ R \ {0}.
◦ If c = ±4 thenu = ∓1 is a real quadruple root. It is the point(a1, a2) = (±4,6).
◦ If |c| > 4 then there are two possibilities foru, moreoveru has the sign of−c.
◦ If |c| < 4 thenf cannot have a real triple root.

• If f(x) has two double roots then

f(x) = (x2+ αx+ β)2, α ∈ R, β ∈ R \ {0}.
◦ If (α, β) = (−c/2,−1) thenf have two real distinct double roots of opposite sign.

Therefore the two branches of∆c have an intersection point at(a1, a2) = (−c,−2+
c2/4).

◦ If (α, β) = (c/2,1) then
– If |c| > 4 then we have two different real double roots of the same sign as−c. They

represent a normal crossing of∆c with coordinates(a1, a2) = (c,2+ c2/4).
– If |c| < 4 then we have a pair of complex conjugate double roots. They represent

an isolated point of the real discriminant locus with coordinates(a1, a2) = (c,2+
c2/4).

The sections∆c of the discriminant locus∆ are shown inFig. 4. LetCc be the connected
component of the complement to∆c in R

2, in whichf(x) has no real root:

C = {(a1, a2, a3) ∈ R
3 : (a1, a2) ∈ Ca3 and |a3| < 4}.

Lemma 5.1. We have

I1 = A
√−1

2π

∮
γ1

y

x2
dx,

Fig. 4. The discriminant locus off(x).
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Fig. 5. Projection of the cyclesγ1, δ1, δ
′
1 andγ∞ on thex-plane.

wherey2 = x4+ a1x
3+ a2x

2+ a3x+ 1 and the cycleγ1 is defined inFig. 5.

Proof. We have

∂I1

∂a2
= A

4π

∮
γ

du

v
= −A

√−1

4π

∮
γ

dξ

η

(∗∗∗)= A
√−1

4π

∮
γ1

dx

y
= A

√−1

2π

∂

∂a2

(∮
γ1

y

x2
dx

)
.

Then

I1 = A
√−1

2π

∮
γ1

y

x2
dx+ g(a1, a3),

whereg(a1, a3) is a function. To computeg(a1, a3), we note that for any fixed(a1, a3) such
that the polynomialf(x) has no real root, we may continuously deforma2 in such a way
that(a1, a2, a3) lies on∆. But under such a deformation, the cycleγ1(a1, a2, a3) vanishes.
And henceI1(a1, a2, a3) = 0 and

∮
γ1
y dx/x2 = 0 which impliesg(a1, a3) = 0. �

5.2.1. The monodromy of Lagrange top
Let F : T ∗V → R

3 be the moment map of the Lagrange top, whereV = SO(3). We
consider the fibration

F̃ : T ∗V \ F−1(∆)→ R
3 \∆.

This is a proper topological fibration, the fibers of which are diffeomorphic to three-tori
T3. We consider the real monodromy ofF̃ defined as the action ofπ1(R

3 \ ∆, c) on

H1(F̃
−1
(c),Z), c = (c1, c2, c3) ∈ R

3 \ ∆. We choose now a basisα1, α2 and α3 of

H1(F̃
−1
(c),Z) in the following way:

• Forα1 we take the path oñF
−1
(c) defined by fixingφ,ψ. θ, pθ make one circle on the

curve defined by the equation
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c1 = 1

2A
p2
θ +

c2
2

2C
+ (c3− c2 cosθ)2

2A sin2θ
+mgl cosθ.

• Forα2 we fix θ, pθ andφ andψ run through the interval [0,2π].
• Forα3 we fix θ, pθ andψ andφ run through the interval [0,2π].

With such a choice of basis ofH1(F̃
−1
(c),Z), the action variables are given by

Ii = 1

2π

∮
αi

σ, i = 1,2,3,

whereσ = pθ dθ + pφ dφ + pψ dψ is the fundamental one-form onT ∗V .

Theorem 5.1 (Bates and Cushman[6,9]). If z0 ∈ C thenπ1(R
3 \D, z0) = Z and the real

monodromy of F can be represented, on the basisαi (defined above) for H1(F
−1(c),Z), by

the matrix


1 0 0

1 1 0

0 0 1


 .

Proof. The proof of this theorem will follow from the following lemma. �

Lemma 5.2. The real discriminant locus of the real polynomialf(x) = (x2+1)2+ (a1x+
a2)x

2 in a small neighborhood of the origin inR2{a1, a2} consists of the point(0,0). When
(a1, a2)makes one turn around(0,0) in a negative direction then the roots off(x) exchange
their places as it is shown inFig. 6.

Proof. The proof is straightforward. �

Fig. 6. Thex-plane.
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Fig. 7. The loopκ ∈ π1(Cc, z0).

Remark 5.2. For (a1, a2) ∈ R
2 sufficiently small, the real polynomialf(x) has either two

double roots or it has no double root at all. Hence the real discriminant locus off(x) is of codi-
mension 2 and hence it is the point(0,0). This phenomenon has a more general nature[16].

To compute the monodromy of the action variables (equivalently, the monodromy of the
homology bundle of the Lagrangian fibrationF̃ ), we shall consider the monodromy of the
homology bundle of the Milnor fibrationBof the polynomialy2−x4−a1x

3−a2x
2−a3x−1.

This is a fibration with fiber̃C overR3 \∆, defined by

B→ R
3 \∆, {y2 = x4+ a1x

3+ a2x
2+ a3x+ 1} �→ (a1, a2, a3).

π1(R
3 \∆, z0) is not trivial if and only ifz0 ∈ C.

DenoteP0 = (c,2+ c2/4) on the(a1, a2)-plane, and consider a simple negatively ori-
ented (because the map(E,M3,Mz)→ (a1(E,M3,Mz), a2(E,M3,Mz), a3(E,M3,Mz))

reverse the orientation) loopκ aroundP0 (seeFig. 7).
This definesκ as a loop inR3 \ ∆ with z0 ∈ C as base point. It is possible to deform

continuouslyκ to a loop (with the same orientation) contained inC ∩ {a3 = 0}. The
monodromy of roots off(x) induces the monodromy of cycles inH1(C̃,Z). This situation
is described inFig. 8a and b. Letγ ′1 be the image ofγ1 after making one turn alongκ in
negative direction. Then the classical Picard–Lefschetz formula[3] impliesγ ′1 ≡ γ1+δ1−δ′1
and moreover we haveγ∞ ≡ δ1− δ′1 where the projections ofδ1, δ

′
1 andγ∞ on thex-plane

are shown inFig. 5. That is to say

I ′1 =
A
√−1

2π

∮
γ ′1

√
f(x)

x2
dx = A

√−1

2π

∮
γ1

√
f(x)

x2
dx+ A

√−1

2π

∮
γ∞

√
f(x)

x2
dx,

and ∮
γ∞

√
f(x)

x2
dx = 2

√−1π residuex=∞
(√

f(x)

x2
dx

)
= −√−1πa1.

We see thatI1 is transformed toI1+ I2.
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Fig. 8. (a, b) The cycleγ1.

5.3. The caseg = 2

For this case, the system(1) is

d

dt
(χλ+ Γ0− Γ1λ

−1− Γ2λ
−2) = [χλ+ Γ0− Γ1λ

−1− Γ2λ
−2, χλ+Ω]. (8)

As above we put

Γ1 =




0 −γ3 γ2

γ3 0 −γ1

−γ2 γ1 0


 , Γ2 =




0 −θ3 θ2

θ3 0 −θ1

−θ2 θ1 0


 .

In these notations
d

dt
Γ0 = [Γ0,Ω] − [Γ1, χ],

d

dt
Γ1 = [Γ1,Ω] + [Γ2, χ],

d

dt
Γ2 = [Γ2,Ω],

or also

ω̇1 = −mω2ω3− γ2, γ̇1 = γ2ω3− γ3ω2+ θ2, θ̇1 = ω3θ2− ω2θ3,

ω̇2 = mω1ω3+ γ1, γ̇2 = γ3ω1− γ1ω3− θ1, θ̇2 = ω1θ3− ω3θ1,

ω̇3 = 0, γ̇3 = γ1ω2− γ2ω1, θ̇3 = ω2θ1− ω1θ2.

.

Let us consider this Poisson structure
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The Hamiltonian function corresponding to(8) is

H = 1
2(ω

2
1 + ω2

2 + (1+m)ω2
3)− γ3.

The Hamiltonian functions in involution withH are

H−1 = (1+m)ω3, H1 = −ω1γ1− ω2γ2− (1+m)ω3γ3− θ3.

The Casimir functions are

H2 = 1
2(γ

2
1 + γ2

2 + γ2
3)− ω1θ1− ω2θ2− (1+m)ω3θ3,

H3 = γ1θ1+ γ2θ2+ γ3θ3, H4 = 1
2(θ

2
1 + θ2

2 + θ2
3).

The spectral curvẽC is given by

y2 = x6+ 2h−1x
5+

(
2h+ m

1+m
h2
−1

)
x4+ 2h1x

3+ 2h2x
2+ 2h3x+ 2h4.

The monodromy of cycles on spectral curveC̃ generates the monodromy of momentum map
associated to the system(8).

5.3.1. The discriminant of(x2+ 1)3+ x3(ax2+ bx+ c)

Let us consider the real discriminant∆(a, b, c) of the polynomialP(x) = (x2 + 1)3 +
x3(ax2+ bx+ c) when(a, b, c) is closed to(0,0,0). Assume that

P(x) = (x2+ c1x+ c2)
2(x2+ d1x+ d2),

and hence

a = 2α(c2− 1)(c3
2 − 1)

c3
2

, b = (c2− 1)3(c3
2 + 3c2

2 + 3c2+ 5)

3c2
2

,

c = 2α(c2− 1)(2c3
2 + 3c2− 5)

3c2
2

, c1 = α(c2− 1),

d1 = −2α(c2− 1)

c3
2

, d2 = c−2
2 ,

whereα verifies 3α2 = c2(c2+ 2) andc2 �= 0. The discriminant of(x2+ c1x+ c2)
2 is

∆1(c2) = c2
1 − 4c2 = 1

3c2(−10+ c3
2 − 3c2),

and the discriminant of(x2+ d1x+ d2) is

∆2(c2) = d2
1 − 4d2 = −4

3

2c3
2 + 3c2− 2

c5
2

.

It is easy to check that∆1(c2) and∆2(c2) are negative whenc2 is close to 1. Therefore the
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Fig. 9. Discriminant off(x).

discriminant∆(a, b, c) is parameterized near(0,0,0) by

a = 2α(c2− 1)(c3
2 − 1)

c3
2

, b = (c2− 1)3(c3
2 + 3c2

2 + 3c2+ 5)

3c2
2

,

c = 2α(c2− 1)(2c3
2 + 3c2− 5)

3c2
2

, c2 ∈ (0,∞)

(seeFig. 9). Denote the set inFig. 9by∆̃. The above shows that the connected component
of the complement to the discriminant locus, in which the polynomial(x2+1)3+x3(ax2+
bx+ c) has no real roots is homeomorphic toR

3 \∆̃. Moreover this implies that, more
generally, the connected componentC ⊂ R

6 of the complement to the discriminant locus
in which the spectral polynomial

x6+ 2h−1x
5+

(
2h+ m

1+m
h2
−1

)
x4+ 2h1x

3+ 2h2x
2+ 2h3x+ 2h4

has no real roots, is homeomorphic to(R3 \∆̃) × R
3. Therefore, we have the following

lemma.

Lemma 5.3. The fundamental group ofC is isomorphic to the free group with three gener-
ators.
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Fig. 10. Projection of the cyclesγ1, γ3, γ∞, δ1, δ2 on thex-plane.

5.3.2. The monodromy of the generalized Lagrange top
The monodromy group of the top is a homomorphism fromπ1(C, p1) toZ

3 = H1(T3,Z).
On the other hand, the representations ofS3 on C

3 are well known. Such a representation
is either a direct sum of one-dimensional representations, or a direct sum of the trivial
one-dimensional representation and the standard (two-dimensional) representation. As ex-
pected, the monodromy of the top coincides with this second non-trivial possibility. To see
this it is enough to compute the image in Aut(Z) of at least one non-trivial element of the
fundamental group.

Consider the basis{γ1, γ3, γ∞, δ1, δ2} of H1(C̃,Z) shown inFig. 10. The cycles gener-
ating the Liouville tori are the cyclesγ1, γ3, γ∞.

Let κ1 ∈ π1(C, p1) be the loop shown inFig. 11. The monodromy of the roots of the
polynomialf(x), induced by this loop are shown inFig. 12. Therefore, when(a1, a2, a3)

makes one turn alongκ, the cycleγ1 is transformed toγ ′1, where

γ ′1 = γ1+ δ1− δ′1 = γ1− γ3+ γ∞.

Fig. 11. The loopsκ.
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Fig. 12. Monodromy of the roots off(x).

The monodromy of cycles is given by the following matrix (in the basis{γ1, γ3, γ∞}):

Mκ1 =




1 0 0

−1 1 0

1 0 1


 .

Consider the loopκ2 ∈ π1(C, p2) shown inFig. 11. The monodromy of the roots of the
polynomialf(x) induced byκ2 is shown inFig. 13. The cycleγ3 is transformed toγ ′3
where

γ ′3 = γ3+ δ2− δ′2 = γ3− γ1+ γ∞.

The monodromy of the cycles is given by the following matrix (in the basis{γ1, γ3, γ∞}):

Mκ2 =




1 −1 0

0 1 0

0 1 1


 .

In a similar way, we may choose a third generatorκ3 and compute its image in Aut(Z3).

Fig. 13. The monodromy of the roots off(x).
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